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Abstract. In December 2019, the new coronavirus SARS-CoV-2 unexpectedly produced the COVID-19 pandemic in 
China. The World Health Organization reports millions of verified cases and more than a hundred thousand confirmed 
deaths globally. As a result, during various outbreak-related occurrences, these social media platforms are exposed to and 
display a variety of perspectives, ideas, and feelings. Lately, there have been many tweets from the public regarding the 
dire conditions that have occurred in Indonesia since the COVID-19 outbreak, especially related to its impact on the 
education sector in Indonesia, which until now still often causes pros and cons in most surrounding communities. One of 
the effective classification methods for sentiment analysis methods is Nave Bayes. Naïve Bayes is applied by 
determining the appearance of sentiment contained in tweets. Before applying the Naïve Bayes method, data 
preprocessing and application of the TF-IDF method were carried out. From the research that has been done, the accuracy 
rate of the Naive Bayes Classifier algorithm is 0.696 with a procedure without the stemming stage and 0.705 with the 
stemming stage present. The presence or absence of the stemming process significantly impacts the classification's 
outcome; in this study, the classification's final value was slightly higher when the stemming step was used than when it 
was not. 
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INTRODUCTION 

Talking about freedom in writing or expressing something on social media, there are not a few tweets or news 
that are being hotly discussed on Twitter social media and always quickly become trending. One of them is about 
the pandemic or outbreak that is being felt by the world, especially in Indonesia, and how the Indonesian people 
respond to the impact of COVID-19 on education in Indonesia. 

Lately, there have been many tweets from the public regarding the dire conditions that have occurred in 
Indonesia since the COVID-19 outbreak, especially related to its impact on the education sector in Indonesia, which 
until now still often causes pros and cons in most surrounding communities. 

As written in the article entitled "The Impact of Covid-19 on Education in Indonesia: Schools, Skills, and the 
Learning Process" [1] said that there are many variants of problems that hinder the effectiveness of learning during 
the COVID-19 pandemic, namely the method online include limited mastery of information technology by teachers 
and students, inadequate facilities and infrastructure, limited internet access, and lack of preparation in providing 
budget. 

In contrast, [2], in the article entitled "Positive Impact of the Covid-19 Pandemic on the World of Education," 
said that the current learning method is a positive application where this method can motivate through difficult times 
to continue to achieve Indonesia's educational goals. More advanced ones such as triggering the acceleration of 
educational transformation, the emergence of online learning applications, the number of free online courses, the 
emergence of unlimited creativity, a collaboration between teachers and parents, the application of knowledge in the 
family, making teachers more "literate" and familiar with technology, the internet is a positive source of 
information, and parents can directly supervise students. 
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This research was conducted using the Naïve Bayes Classifier algorithm. Based on several previous studies, the 
Naïve Bayes method in sentiment analysis has a reasonably high and effective result value even for extensive data in 
terms of accuracy, precision, or recall compared to several other methods. 

In one of the studies conducted [3], it is known that the Naïve Bayes method has a higher value than KNN, one 
of which is an accuracy rate of 63.21 %, while the KNN method is 58.10%, and it is also found that the tendency of 
public opinion on Twitter tends to be positive, and this can be seen from the number of positive opinions of 610, 
negative of 488, which is supported by the results of precision testing in the Naïve Bayes method with more positive 
values higher than negative that is 66.40%: 58.94% 

Research in [4] shows that the Naïve Bayes method gets the highest results, namely 86.53% on testing data and 
94.08% on data training. Meanwhile, Lexicon Based got a score of 64.49% on testing data and 94.2% on training 
data 

This research was conducted to provide an overview of the community or even the Indonesian government 
regarding how the response of the Indonesian people to government policies in dealing with this disaster, especially 
to the ongoing education in Indonesia, so that the resulting data can later be used as a source of information for the 
community and the Indonesian government to be better and wiser in running the education system in Indonesia 
during the COVID-19 pandemic. 

METHODS 

In this section, the methods used in this research are explained. FIGURE 1 shows the stages of the proposed 
method. 

 
FIGURE 1. Step by step of the method used 

The data used is a collection of tweets about the impact of COVID-19 on education in Indonesia, with several 
keywords such as online learning and Indonesian education. The data is obtained from Twitter social media with the 
help of services provided by Twitter for developers, namely the Twitter API (Application Programming Interface). 

The data was obtained using a crawling technique with the Python programming language and 1000 tweets. 
FIGURE 2 is an example of data resulting from the crawling process: 

After data crawling is done, the next stage is preprocessing, which is the stage to clean the data so that the results 
obtained are quality information or documents that can facilitate the sentiment classification process. Several stages 
are carried out during data preprocessing. The first is cleaning, which aims to clean or remove punctuation marks, 
numbers, symbols, excess spaces, web links, and user names. The second stage is case folding, changing the capital 
letters in the sentence into lowercase letters. The third stage is tokenizing, the process of cutting words in a 
document into several word units or single words. The fourth stage is stopword removal, carried out to remove or 
delete words that have no meaning so that they are not needed in classification. The fifth stage is stemming, which 
removes affixes to get basic words or common words by removing prefixes, suffixes, insertions, and confixes 
(combinations of prefixes and suffixes). In this study, the stemming algorithm used is the Nazief & Adriani 
algorithm [5-7]. 

After the data preprocessing, the next step is labeling to determine opinions or views on the tweets. Labeling is 
divided into two classes, namely negative (0) and positive (1). TABLE 1 is an example of data that has been 
labeled. 

In this topic, the negative class (0) states that the tweets are words that show dissatisfaction or pessimism with 
the situation that is happening to the sustainability of the world of education when the Covid-19 pandemic is 
happening. In contrast, the positive class (1) shows an attitude that can be said to be optimistic or even neutral 
towards the sustainability of the world of education in Indonesia during the current pandemic. 
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FIGURE 2. Data Crawl Results 

 
The following process is the creation of features that are carried out to facilitate data classification, namely by 

performing feature extraction, and is done using TF-IDF (Term Frequency - Inverse Document Frequency) 
illustrated in TABLE 2 [8, 9].  

TABLE 1. Data Labeling 
Tweet Clean Text Label 

  0 

-
 

 

 
1 

  0 

� �ðŸ
  1 

 
Several formulas can be used, including binary TF, which only pays attention to whether a term exists or not in 

the document. If it exists, it is assigned a value of one (1). Otherwise, it is assigned a value of zero (0). TF raw, 
where the weighting is given based on the number of term occurrences in the document. For example, if it occurs 
five (5) times, then the word will be worth five (5) [9]. 

Inverse Document Frequency (IDF) is a calculation where the term is widely distributed in the collection of 
documents concerned. The IDF shows the relationship between the availability of a term in all documents. The 
fewer the number of documents containing the term in question, the greater the IDF value. IDF is calculated using 
the formula as in equation 1 [10]. 
 =  log  (1) 

 
Where D is the number of all documents in the collection while  is the number of documents containing the 

term . Thus the general formula for term weighting TF × IDF is a combination of the TF formula with the IDF 
formula by multiplying the TF value by the IDF value as in equation 2 [11]. Where  is the weight of the term 
against the documents. Regardless of the value of , if D is equal to , then 0 (zero) will be obtained because 
the result is log 1. For this reason, a value of 1 can be added on the IDF side. 

 
 =  log + 1 (2) 

 
Vector word can be interpreted as a word vector from a process of making existing sentences into a collection of 

arrays that are collected into a matrix, where each row of the matrix represents a row of the document, and each 
column of the matrix represents all the words in the text of the data. After all the words are processed and become 
vectors, the word weighting process is carried out using the TF-IDF method. 
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TABLE 2. TF-IDF calculation 

 TF DF D/DF IDF+1 W = TF * (IDF+1) 
Doc1 Doc2 Doc3 Doc1 Doc2 Doc3 

 1 1 1 3 1 1 1 1 1 
Daring 1 1 1 3 1 1 1 1 1 

 0 1 0 1 3 1.477 0 1.477 0 
 0 0 1 1 3 1.477 0 0 1.477 

The weight value of each document 2 3.477 3.477 
 

This study uses the Naive Bayes Classifier method to classify data to get the sentiment analysis results. Naive 
Bayes has proven effective in many practical applications, including text classification, medical diagnosis, and 
systems performance management [12]. Required data that has been preprocessed and word-weighted will then be 
used as training data before proceeding to the testing stage to get the classification results [13]. For calculation, the 
probability of document C to classify on a class equation 3 will be used to obtain the probability score of document 
C. 
 
 ( | , … , ) = ( ) ( | ) ( | ) ( | ) …  ( | ) (3)  
    

For calculation, the probability of category C equation 4 will be used to obtain the probability score in some 
categories. 
 ( ) =   (4) 

      
For calculation, the probability of a word from category C equation 5 will be used to obtain the probability score 

from the word in some category. 
 

 ( | ) =  ( , ) ( ) | |  (5) 

RESULTS AND DISCUSSION 

The model test was carried out with several scenarios. The first scenario divides the training data by 80% and the 
test data by 20%. The results obtained are shown in TABLE 3.  

The values results of accuracy, precision, recall, and F1 score have an assessment size between 0-1. The higher 
the resulting value, the better. This means that the closer the value is to 1, the better the model used has a good 
performance on the data used. The results of the values of accuracy, precision, recall, and F1 score in the first 
scenario can be seen in TABLE 4. 

TABLE 3. Scenario 1 Confusion Matrix Results 

Actual Class Predicted Class 
Positive Negative 

Positive 84 19 
Negative 42 55 

TABLE 4. Scenario 1 Classification Results 
Scenario Accuracy Precision Recall F1 Score 

1 0.695 0.743 0.567 0.643 
 
The second scenario with 70% training data and 30% test data. The results of the confusion matrix are obtained, 

which are shown in TABLE 5. Then the classification results for the second scenario can be seen in TABLE 6. 

TABLE 5. Scenario 2 Confusion Matrix Results 

Actual Class Predicted Class 
Positive Negative 

Positive 132 23 
Negative 73 72 
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TABLE 6. Scenario 2 Classification Results 
Scenario Accuracy Precision Recall F1 Score 

2 0.680 0.757 0.496 0.600 
 

The third scenario with 60% training data and 40% test data results in the confusion matrix, as shown in TABLE 
7, then the classification results can be seen in TABLE 8. 

TABLE 7. First Confusion Matrix Scenario Results 

Actual Class Predicted Class 
Positive Negative 

Positive 170 51 
Negative 83 96 

TABLE 8. Scenario 1 Classification Results 
Scenario Accuracy Precision Recall F1 Score 

3 0.665 0.653 0.536 0.588 
 

Based on the calculation results from the first to the third scenario, the classification evaluation was obtained 
from the values of accuracy, precision, recall, and F1 score, summarized in FIGURE 3. 

As shown in FIGURE 3, the highest accuracy value was obtained during Scenario 1, which was 0.695 with 80% 
training data and 20% test data. Then the precision value is 0.743. The recall value is 0.567. The F1 score is 0.643 

 

 
FIGURE 3. Comparison of Evaluation Results 

 
At this calculation stage, the existence of a stemming process can also affect the classification results, where a 

comparison is also made between the classification process with the stemming process and the classification process 
without the stemming process. The comparison data is taken from the highest accuracy value from the previous 
classification process, Scenario 1, with training data of 80% and test data of 20%, with an accuracy value of 0.695. 

As shown in FIGURE 4, the comparison is taken from scenario 1. Recalculation is carried out to compare and 
prove whether the stemming process affects the classification results. 
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FIGURE 4. Comparison of Classification Results 

 
The results obtained are that through the stemming process, the classification results from sentiment analysis 

have slightly increased in terms of accuracy, precision, recall, and F1 scores. It can be seen that the accuracy value 
has increased with a value of 0.705, precision of 0.750, recall of 0.587, and F1 score of 0.658. So it can be said that 
the stemming process can also affect the final value of the classification results. 

CONCLUSIONS 

In this study, a system has been developed to analyze the sentiment of the impact of COVID-19 on education in 
Indonesia using Twitter social media data. The Naive Bayes Classifier algorithm has an accuracy rate of 0.696 with 
a process without the stemming stage and 0.705 through the stemming stage. The presence or absence of the 
stemming process is also quite influential on the final result of the classification. In this study, the final value of the 
classification slightly increased when going through the stemming process compared to without going through the 
stemming stage. Further research can be conducted to investigate the semantic relationship in tweets where words 
can be biased or have multiple meanings in a tweet. 
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