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Abstract  

Software Defined Internet of Things (SD-IoT) is currently developed extensively. The architecture of the Software Defined 

Network (SDN) allows Internet of Things (IoT) networks to separate control and data delivery areas into different abstraction 
layers. However, Low-Rate Distributed Denial of Service (LRDDoS) attacks are a major problem in SD-IoT networks, because 
they can overwhelm centralized control systems or controllers. Therefore, a system is needed that can identify and detect these 
attacks comprehensively. In this paper, the authors built an LRDDoS detection system using the Random Forest (RF) algorithm 
as the classification method. The dataset used during the experiment was considered as a new dataset schema that had 21 
features. The dataset was selected using feature importance - logistic regression with the aim of increasing the classification 
accuracy results as well as reducing the computational burden of the controller during the attack prediction process. The 
results of the RF classification with the LRDDoS packet delivery speed of 200 packets per second (pps) had the highest accuracy 

of 98.7%. The greater the delivery rates of the attack pattern, the accuracy results increased. 
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1. Introduction  

Currently, IoT technology is developing rapidly. IoT is 

widely used in various sectors, including Smart Home, 
Smart City, Smart Health, Smart Agriculture, Smart 

Manufacturing, and other sectors [1]. IoT devices do not 

have user interfaces, computing resources, and storage 

media that is functioned to implement firewalls and 

other diagnostic tools [2]. This makes IoT devices have 

security holes that can be exploited by attackers to 

weaken the communication process between IoT 

servers and users' devices [3]. The attack model that is 

commonly applied to weaken communication is to send 

a DDoS attack [4, 5]. 

One possible solution to overcome the problem of 

distributed system management in IoT networks is to 
integrate it with the SDN architecture. The combination 

of SDN with IoT is known as SD-IoT [6, 7]. The SDN 

control layer has a role as a traffic management center 

as well as an Intrusion Detection System (IDS) module 

to resolve security holes in IoT networks. The function 

of the SDN in general acts as a network traffic facilitator 

capable of managing resources as well as IoT network 

security [8, 9]. The SDN architecture allows the IoT 

network to separate the control and data delivery areas 

at different abstraction layers [10].  

However, the centralized logic control on SDN is also 
still vulnerable to DDoS attacks [11]. DDoS is one of 

the attacks that is aimed to overwhelm the SDN 

centralized management system. This attack is 

performed by sending dummy packets continuously 

which can overwhelm the controller on the SDN and 

can even consume its computing resources [12, 13]. 

DDoS attacks have two types, namely high rate and low 

rate. High-Rate DDoS (HRDDoS) has the 

characteristics of the traffic that is sending data packets 

massively within a certain period, so it is relatively 

easier to detect, while Low-Rate DDoS (LRDDoS) is 

very difficult to detect, because the attacks are hidden 
in normal data streams [14]. Therefore, LRDDoS is a 

major concern in SDN security issues which requires a 

system that can identify and detect these attacks 

comprehensively [15]. 

In previous research, several methods have been 

proposed to detect and mitigate HRDDoS and LRDDoS 

attacks. In research [16] a DDoS detection system has 

been built in SDN based on the Machine Learning 

methods by applying the Support Vector Machine 
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(SVM) algorithm (Linear and Radial Basis Function), 

K-Nearest Neighbor (KNN), Decision Tree (DTC), 

Random Forest (RF), Multi-Layer Perceptron (MLP), 

and Gaussian Naïve Bayes (GNB). Among these 

algorithms, SVM was the most efficient method with 

around 100% accuracy, precision, and recall. The 

authors were focused to detect the HRDDoS attack by 

deploying the DDoS attacks using high packet sending 

rates. The extracted features were originated from the 

OFPT_PACKET_IN message and port statistic 

provided by the OpenFlow standard.  

Research [17] proposed an LRDDoS attack detection 

system using Machine Learning approaches. The 

features were extracted from the OpenFlow packages 

on two groups, namely, stateful features (with or 

without raw IP packet-based features) and stateless 

features. The authors also compared the results with 

traditional IP packet classification for DDoS attacks on 

IoT networks without SDN integration. At the testing 

phase, the researchers used 4 algorithms, including 

SVM, GNB, KNN, and RF. The researcher utilized the 
dataset from the OpenFlow on the SDN controller and 

switch which was made independently. The collected 

dataset has a total of 204,888 and 48,509 data 

containing normal traffic such as Internet Control 

Message Protocol (ICMP) messages, Hypertext 

Transfer Protocol (HTTP), Hypertext Transfer Protocol 

(HTTPS), Message Queuing Telemetry Transport 

(MQTT), the attack traffic containing a large number of 

Transmission Control Protocol Synchronization (TCP 

SYN) messages, and TCP retransmissions other than 

those contained in the normal stream. The experimental 

results for the GNB algorithm, accuracy, recall, and F1-
score showed a percentage of 97% on the controller. 

The precision of the SVM and KNN algorithms was 

96% and the precision of the RF algorithm was 97%. 

The NAM algorithm had the worst effect on switches, 

while the RF algorithm had the best effect. The 

accuracy, precision, recall, and F1-score of the RF 

algorithm were 91%, 95%, 94%, and 94%, respectively. 

The SVM and KNN algorithms had the best recall rate 

of 95%. 

Research [18] used the SVM algorithm in DDoS 

detection as a learning model and combines it with the 
Kernel Principal Component Analysis feature selection 

technique (KPCA). The function of the KPCA 

implementation had a target to speed up the training 

time and to produce good accuracy. The results of the 

study showed that the feature selection technique using 

KPCA worked very effectively which could increase 

the accuracy by up to 98.97%. Furthermore, in research 

[19], researchers proposed a DDoS attack detection 

system based on Hybrid Machine Learning by 

combining two algorithms including SVM and Self 

Organized Map (SOM). The results of combining the 

two algorithms produced an attack detection accuracy 

of 96.77%.  

In addition, several studies have also adopted Deep 

Learning techniques in the DDoS detection process. 

The method used in this study [20] applied a Deep 

Learning-based Low-Rate DDoS attack detection 

approach on an SDN network using the Hybrid 

Convolutional Neural Network-Long-Short Term 

Memory (CNN-LSTM) model. The results of the CNN-

LSTM Hybrid model reached more than 99%.  

Based on the previous research, the contributions made 

in this paper include proposing the use of Machine 
Learning with RF algorithms on the SD-IoT network 

for detecting the LRDDoS attacks deployed using the 

Constrained Application Protocol (CoAP) and a new 

dataset scheme using 21 features to be selected with 

Feature Importance - Logistic Regression. The Feature 

Importance method was aimed to reduce the 

computation load during the data preprocessing phase, 

to reduce the computational load during classification, 

and is also expected to increase the results of accuracy, 

precision, recall, and F1. 

2. Research Methods 

2.1 Emulation Topology 

 

Figure 1. Emulation Topology  

The experiment was emulated in a tree topology as 

shown in Figure 1, consisting of one RYU Controller 

[21], seven Open Virtual Switch (OvS) supporting the 

OpenFlow v.1.3.0 [22] (S1-S7), and eight hosts (H1-

H8). The emulation process utilized the mininet-IoT 

emulator [23]. The research scheme was divided into 

three packet transmission speeds per second, namely 

50, 100, and 200 packets per second (pps). During the 
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experiment's scenario, H1 was roled as an attacker who 

sent LRDDoS attack packets in the form of *.pcap files 

[24]. The number of attack packets is 39,994 data 

consisting of randomly generated Internet Protocol (IP) 

and Media Access Control (MAC) source address 

configurations sent using TCPReplay tools [25]. The 

dummy packets were received by H6 which was pointed 

as the victim (CoAP server [26]), activated its port on 

5683. 

2.2 Data Extraction Process and Data Preprocessing 

Based on Figure 2, the flow of the extraction process 

originated from the proposed method was began by 

sending the LRDDoS attack packet via *.pcap file 

directed to the victim (H6). Furthermore, the incoming 

packets were filtered by the SDN switch based on the 

packet header's information and the SDN switch 

performed the actions or responses based on the 

appropriate rules defined by the SDN controller.  

 

Figure 2. Block Diagram for Extracting the Dataset 

Because the incoming packet consisted of randomly 

generated header information, it was considered as new 

data. The SDN switch automatically sent the packet to 

the controller encapsulated in the OFPT_PACKET_IN 

message (Table-miss event). Subsequently, the 

controller processed the packet header based on the 

appropriate information for the dataset (IPv4 header, 
TCP/UDP, and Port Statistics) and saved it in the form 

of a *.csv file as a dataset for the model generation and 

testing process. 

The dataset used in this research was a new dataset 

scheme [27] that was created independently by the 

researcher by utilizing the features of the Openflow 

protocol. The dataset was retrieved through the 

information extraction process on the 

OFPT_PACKET_IN, Internet Protocol version 4 

(IPv4), Transmission Control Protocol (TCP), User 

Datagram Protocol (UDP) headers, and several 

statistical information on switch's port where the 

incoming packet was captured. Statistical information 

was extracted via the OFPPortStatsRequest feature 

replies which could be sent from the controller to the 

SDN switches [28, 29]. The number of datasets used in 
this research was 160,006 packets as training data and 

39,994 packets as test data, with a 50:50 ratio between 

LRDDoS attack packets and normal packets for 

avoiding an imbalanced dataset. There were 21 features 

available on the dataset. The list of features can be seen 

in Table 1. 

Table 1. Feature’s List 

Feature’s Name Feature’s Origin 

datapath_id OFPT_PACKET_IN 

version IPv4's Header 

header_length IPv4's Header 

tos IPv4's Header 

total_length IPv4's Header 

flags IPv4's Header 

offset IPv4's Header 

ttl IPv4's Header 

proto IPv4's Header 

csum IPv4's Header 

src_ip IPv4's Header 

dst_ip IPv4's Header 

src_port UDP's/TCP's Header 

dst_port UDP's/TCP's Header 

port_no OFPPortStatsReply 

rx_bytes_ave OFPPortStatsReply 

(rx_bytes / rx_packets) 

rx_error_ave OFPPortStatsReply 

(rx_bytes / rx_packets) 

rx_dropped_ave OFPPortStatsReply 

(rx_bytes / rx_packets) 

tx_bytes_ave OFPPortStatsReply 

(tx_bytes / tx_packets) 

tx_error_ave OFPPortStatsReply 

(tx_bytes / tx_packets) 

tx_dropped_ave OFPPortStatsReply 

(tx_bytes / tx_packets) 

The Feature Importance method - Logistic Regression 

Coefficient functioned as a feature selector to obtain 

relevant features for the classification results [30, 31]. 

The features used in the classification process were only 

selected features that had a coefficient value not equal 

to 0 (less than 0 or more than 0). The coefficient value 

which had a non-zero value could increase the results of 
accuracy, precision, recall, and F1 score, while the 

coefficient value of 0 in the feature did not affect the 

classification results, the feature only burdened the 

SDN controller which then slowed down the feature 

selection process. The flow of the feature selection 

process can be seen in Figure 3. 
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Figure 3. Block Diagram for Feature Selection’s Process 

2.3. LRDDoS Attack on SD-IoT 

LRDDoS is categorized as an attack that is carried out 
in a distributed manner over normal network traffic, 

therefore LRDDoS is very difficult to detect. In this 

paper, the SDN architecture offered a solution to 

increase the security from LRDDoS attacks. In the SD-

IoT framework, the SD-IoT controller was responsible 

for the centralized management system of all of the IoT 

devices. 

The LRDDoS attack scheme is illustrated in Figure 4. 

The process was started with the attacker sending an 

attack package to the victim. The packet was going 

through the SDN switch for the process of matching the 

packet's header information with all of the flow rules 
that existed in the flow table. If there was one flow rule 

that had a flow match structure that corresponded to the 

packet header information, the switch automatically 

applied the action according to the flow action defined 

by the controller using the OFPT_FLOW_MOD 

message. Examples of actions that could be performed 

include forwarding packets through certain ports, 

blocking packets by not taking any action, forwarding 

packets to the controller if a table miss event occurs, and 

even direct response to the incoming packets. 

However, if the packet did not match all of the flow 
match components, then the packet was encapsulated 

into an OFPT_PACKET_IN message and the message 

was sent to the controller. When the message was 

received by the controller, the controller performed the 

packet's inspection by opening the packet header 

information and matching it with the host information 

database that was directly connected to the topology 

where the controller was located. 

As a form of response, the controller sent an 

OFPT_PACKET_OUT message containing new 

packets that have not been stored in the database with 

the aim of receiving the response from the destination 
host. When the destination host replied to the 

OFPT_PACKET_OUT broadcast/multicast packet 

from the controller, the controller indirectly had a 

delivery path mapping between the requesting host and 

the response message sender. If it already had a delivery 

path, the controller sent out an OFPT_FLOW_MOD 

message to instruct the data sending device (SDN 

switch) to install a flow rule as a medium for sending 

and determining the transmission path. 

 

Figure 4. LRDDoS Attack’s Block Diagram in SD-IoT 

In the LRDDoS attack, the controller indirectly 

received a large number of new packets. The controller 

received many new packets because each packet had 

randomly generated MAC and IP source addresses. 

This circumstance forced the controller to process each 

of the OFPT_PACKET_IN packets burdening the 

controller's computational performance. If the 

computational load increased significantly, then 

scalability problems could re-emerge in the SD-IoT 

architecture. 

2.4. Classification Process 

The DDoS classification mechanism on the SDN 

network was begun by filtering data packets that entered 

the SDN switch. Furthermore, due to the construction 

of data packets consisting of random IP and MAC 

sources, the incoming data packets were categorized as 

new data and sent directly to the controller or can be 

referred to as Table Miss Event. The sent packet was 

encapsulated in the OFPT_PACKET_IN message [32, 

33]. In the controller, the incoming packet was parsed 

according to the header for each data.  



 Wahyuli Dwiki Nanda, Fauzi Dwi Setiawan Sumadi 

Jurnal RESTI (Rekayasa Sistem dan Teknologi Informasi) Vol. 6 No. 2 (2022)  

DOI: https://doi.org/10.29207/resti.v6i2.3878 

Creative Commons Attribution 4.0 International License (CC BY 4.0) 

224 

 

 

 

Figure 5. Flowchart of the Classification Process 

Subsequently the header information was converted to 

a float data type using the StandardScaler function 

(Sklearn Python) to turn the package into a dataset. The 

next stage was the classification process using machine 

learning with the RF algorithm. However, before 

entering the classification process, the dataset was 
selected with feature importance - Logistic Regression 

Coefficient so that it could increase the accuracy of the 

classification results [34, 35]. 

When the incoming packet was detected as a normal 

packet, the data was forwarded back to the SDN switch 

and was handled by the simple switch application. 

However, if the application classifies the incoming 

packet as an LRDDoS attack, a notification appears 

informing the LRDDoS attack existed. Figure 5 is a 

flow chart of the explanation above. 

3.  Results and Discussions 

Table 2. Logistic Regression Results 

Feature’s 

Name 

Logistic Regression 

Coefficient Value 

total_length -1.6172 

flags 6.7658 

csum -0.00195 

src_ip -1.85064 

src_port -0.26961 

port_no -0.08737 

rx_bytes_ave 3.0446 

tx_bytes_ave 0.08789 

Based on the experiment according to the scenarios that 
had been made, the obtained results showed the values 

of the evaluation variables namely, accuracy, precision, 

recall, and F1 score that could be used to measure the 

effectiveness of the RF algorithm as a model in the 

detection and identification process of the LRDDoS 

attacks where the data test consisted of 39,994 dummy 

data in total. The data had 21 features only a few 

features were used for the emulation process. 

 
Figure 6. Graph of All Logistic Regression Results 

The feature selection process was carried out by 

calculating the value of feature importance - Logistic 

Regression Coefficient. The results of the feature 

importance implementation obtained eight relevant 
features with the thorough details described in Table 2. 

These features had an influence on the training results, 

while the other 13 features did not affect the training 

results because they received only a 0 score of 

coefficient value. The magnitude of the feature 

coefficient could be interpreted as the relevance of these 

features during the classification process (increasing or 

decreasing the classification results) [36]. Figure 6 is a 

graph obtained in the selection process using the feature 

importance approach. From the graph, the features used 

are only features that have a value not equal to 0 (less 

than 0 or more than 0). 

3.1. Training Results without SD-IoT 

Table 3 is the result of an experiment using 8 features 

without using SD-IoT showing the time used for the 

training process requires 0.422 seconds with the results 

of the accuracy, precision, recall, and F1 score pointed 

at 100% which was considered as the highest value on 

the percentage. The generated model during the training 

process was utilized by the SDN controller on the SD-

IoT environment to perform the classification process. 

Table 3. Model Training Results 

Accuracy Precision Recall F1 

Score 

Training 

Time (s) 

100% 100% 100% 100% 0.422 

3.2. Classification Results in SD-IoT 

In the experiment using SD-IoT, the packet delivery 

rate per second was divided into 3 speeds including 50, 

100, and 200 pps as shown in Table 4. In the 50 pps 

experiment, the prediction loss value was pointed at 

98.5%, and the accuracy, precision, recall, and F1 Score 

were similarly achieved at 92.3%. The prediction loss 

on the experiments with 100 pps was obtained at 98.8%, 
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with 98.2% value pointed for the accuracy, precision, 

recall, and F1 score respectively. The last scenario using 

200 pps obtained 99.1% for the prediction loss and 

98.7% for each of the accuracy, precision, recall, and F1 

score result. The greater the percentage of the prediction 

loss, the higher the value of accuracy, precision, recall, 

and F1 score was obtained. 

The occurrence of prediction loss was caused by the 

controller device that continued to classify the similar 

packet more than once. This could happen because the 
controller received a low rate and a consistent number 

of dummy packets from the attacker. Automatically, 

when a new packet entered the controller, the detection 

application was still triggered to classify the previous 

data. Because there was a loop on the classification 

process for resolving the similar packet repeatedly, the 

data that has been successfully categorized only 

consisted of a small fraction of the data test which could 

increase the values of accuracy, precision, recall, and F1 

score along with the growth of packet sending rate. This 

pattern could have occurred since the emulation was 
performed on the Mininet-IoT environment which 

could also produce unstable results [37]. 

Table 4. The Classification Results on SD-IoT 

Packet 

Sending 

Rate (pps) 

Accur-

acy % 

Precis-

ion % 

Recall 

% 

F1 % Predic-

tion 

Loss % 

50 92.3 92.3 92.3 92.3 98.5 

100 98.2 98.2 98.2 98.2 98.8 

200 98.7 98.7 98.7 98.7 99.1 

4.  Conclusion 

In SD-IoT networks, Low-rate DDoS attacks are still 

one of the most significant problems in terms of 

centralized management. The proposed contribution to 

this paper was the utilization of a new dataset scheme 

used in the emulation process that differed from 

previous studies. The experiment also implemented the 
feature selection using the Logistic Regression 

Coefficient. The Random Forest method used for low-

rate DDoS prediction had the highest accuracy at 98.7% 

and gained prediction loss value at 99.1% with a 

packet's 200 pps. In terms of the future possible project, 

the author will develop an attack mitigation process 

from these results, so that it can be seen the 

effectiveness of the identification module is an 

Intrusion Prevention System (IPS). The predictions loss 

may be reduced significantly by implementing the 

external data classification without involving the SDN 
controller since it can be accessed through the Secure 

REpresentational State Transfer (REST) Application 

Programming Interface (API) command. 
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