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Limitations on traditional networks contributed to the development of a new 
paradigm called Software Defined Network (SDN). The separation of control 
and data plane provides an advantage as well as a security gap on the SDN 
network because all controls are centralized on the controller so when the 
compilation of attacks are directed the controller, the controller will be 
overburdened and eventually dropped. One of the attacks that can be used is 
the DDoS attack - ICMP Flood. ICMP Flood is an attack intended to overwhelm 
the target with a large number of ICMP requests. To overcome this problem, 
this paper proposes detection and mitigation using the Modern Honey Network 
(MHN) integration in SDN and then makes reactive applications outside the 
controller using the entropy method. Entropy is a statistical method used to 
calculate the randomness level of an incoming packet and use header 
information as a reference for its calculation. In this study, the variables used 
are the source of IP, the destination of IP and protocol. The results show that 
detection and mitigation were successfully carried out with an average value 
of entropy around 10.830. Moreover, CPU usage either in normal packet 
delivery or attacks showed insignificant impact from the use of entropy. In 
addition, it can be concluded that the best data collected in 30 seconds in term 
of the promptness of mitigation flow installation. 

  
1. Introduction 

SDN is a network paradigm that separates control planes and data planes to solve problems on traditional 
networks [1][2]. Control plane is responsible for configuring, including managing traffic flow, while the data plane is 
responsible for running all the rules defined by the controller [3]. In SDN there are three infrastructure layers, which in 
the control and data layer are connected using the southbound interface, namely OpenFlow. OpenFlow itself is one of 
the protocol standards in the SDN network that is used to communicate securely [4]. However, it does not prevent an 
occurrence of vulnerability. One of the most popular attacks in SDN is namely Distributed Denial of Service (DDoS). 
DDoS is a distributed attack that is used to attack targets by sending large numbers of packets with the goal of 
consuming resources and bandwidth so that the target is down [5][6][7][8] with several attack methods such as SYN 
Flood and ICMP Flood [9]. This can be a problem because in the networking management mechanism on the SDN 
when the packet arrives, the switch will match the information in the flow table to determine the right action. If no match 
is found, the switch will send a packet to the controller [10][11] and if a DDoS attack is launched with a target of an 
attack on the controller then the controller will go down because all controls are centralized on the controller. 

In this research, the writer uses Modern Honey Network (MHN) to install a honeypot Suricata sensor which can 
later be used to trap the attacker and gather information. MHN is open-source software that supports the management 
and installation of several honeypot sensors easily [12]. Several honeypot sensors in MHN include Dionaea, Suricata, 
Kippo, Crown and others with MongoDB as sensor data's storage facilities. In addition to MHN, entropy is also used in 
this study and the combination of MHN-entropy can be a solution to DDoS attacks on SDN networks because entropy 
is a statistical method used to calculate the uncertainty or randomness of incoming packets [11][13][14]. 

Several studies have been conducted before to detect and mitigate attacks on the SDN network. In research [15], 
researchers conducted intrusion detection and analyzed the performance of the detection system using two honeypot 
sensors, namely Honeyd and Kfsensor. In [16], two methods are combined, namely the honeypot and the NICE model 
for the detection and prevention of DDoS attacks. Other research [17], proposes the IDS Honeypot method to overcome 
security threats such as MITM, DoS, DNS Spoofing and ARP Poisoning on wireless networks. Researchers in [10] used 
the entropy method with the destination IP variable to detect the first 250 attacks on the controller. Whereas in research 
[11], researchers detected UDP Flood using entropy with the destination IP variable to calculate the randomness level 
of the first 125 packets. Another study [12], proposed the detection of entropy-based UDP Flooding Attack based on 
source IP, destination IP, source port, destination port, protocol and generated rate limiting based mitigation. In research 
[19], researchers proposed a new approach, namely StateSec to increase reactivity and reduce controller load by 
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delegating local maintenance to the switch. StateSec will utilize entropy-based methods based on source IP, destination 
IP, source port, destination port variables to detect and mitigate port scans DDoS and flooding of 50000 packets. 

Based on previous research, this paper proposes a new mechanism reactively by detecting and mitigating using 
MHN integration in SDN and then make reactive applications outside the controller using entropy. So, it does not 
overload the controller performance. The MHN sensor is operated as the security trap for the attacker and can directly 
analyzed the incoming malicious traffic (ICMP flood) and perform REST communication to the controller to generate 
OFPT_FLOW_MOD message for installing mitigation rule for the flood attack. 

 
2. Research Method 

The experiment was carried out in real environment using 5 PCs that had Ubuntu 18.04 installed and applied a 
tree topology to the network architecture design consisting of 1 RYU controller [20], 3 Mikrotik switches [21] and 4 hosts 
with Core i3 4GB RAM specifications. In addition, the protocol used to connect controllers and switches is OpenFlow 
[4]. The topology is depicted in Figure 1. 

 

 
Figure 1. Network’s Topology 

 
The experiment scenario was divided into 2 parts, performed by sending 10000 normal packages and ICMP 

DDoS packages that have been generated using the Scapy tool [22] with each sending rate of 500 and 1000 packets 
per second (pps). Furthermore, the data was retrieved from the MHN every 5, 15, 30, 50 and 70 seconds. From Figure 
1, host 1 acts as an attacker who sent attack packets using the TCPReply tool [23] with random IP and MAC addresses 
to host 4 which has the Suricata honeypot sensor installed [24].  

 

 
Figure 2. SDN Switches’ Block Diagram 
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The packet was received by the switch and filtered to discover the compatibility of the packet's header with the 
installed flow rule. If no match was found, the switch would automatically consider the package as a new package. 
Packets that were considered as new packets would be sent to the controller because there was no mapping of the IP 
and MAC addresses of these packets. Detection and mitigation of DDoS attacks are shown in Figure 2, Figure 3, and 
Figure 4.  

 

 
Figure 3. SDN Controller’s Block Diagram 

 
In Figure 2, the system flow starts when incoming packets are received by the switch and filtered based on the 

traffic selector. If a packet with a similar filter already exists, the action is according to traffic treatment. Conversely, if it 
does not exist then the packet will be sent to the controller in the form of OFPT_PACKET_IN message because it is 
considered as a new packet. The OFPT_PACKET_IN message will be re-encapsulated and broadcast in the form of 
OFPT_PACKET_OUT as shown in Figure 3. and the MHN that has installed the Suricata sensor will record and store 
packets that enter the Mongo database in accordance with the period of data retrieval mentioned in MHN. Then, the 
package will be exported in CSV format using an entropy application with complete information described in Table 1. 

 
Table 1. Example of Normal and DDoS Data from MHN 

Data 
Category 

Protocol Source_ip Destination_ip Identifier Honeypot 

ICMP 85.58.15.230 192.168.77.20 d8918b40-64dd-11ea-ac4c-fcaa14e7485f suricata DDoS 

ICMP 58.47.14.122 192.168.77.20 d8918b40-64dd-11ea-ac4c-fcaa14e7485f suricata DDoS 

ICMP 9.105.13.238 192.168.77.20 d8918b40-64dd-11ea-ac4c-fcaa14e7485f suricata DDoS 

ICMP 36.245.6.95 192.168.77.20 d8918b40-64dd-11ea-ac4c-fcaa14e7485f suricata DDoS 

ICMP 54.215.47.1 192.168.77.20 d8918b40-64dd-11ea-ac4c-fcaa14e7485f suricata DDoS 

ICMP 192.168.77.15 192.168.77.20 d8918b40-64dd-11ea-ac4c-fcaa14e7485f suricata Normal 

ICMP 192.168.77.65 192.168.77.20 d8918b40-64dd-11ea-ac4c-fcaa14e7485f suricata Normal 

ICMP 192.168.77.15 192.168.77.20 d8918b40-64dd-11ea-ac4c-fcaa14e7485f suricata Normal 

ICMP 192.168.77.65 192.168.77.20 d8918b40-64dd-11ea-ac4c-fcaa14e7485f suricata Normal 

ICMP 192.168.77.15 192.168.77.20 d8918b40-64dd-11ea-ac4c-fcaa14e7485f suricata Normal 

 
After that, the packet header is selected again to take three main variables including IP source, IP destination 

and protocol to be used as a reference in entropy calculation. This variable was chosen because it has a high level of 
randomness from the data set taken. The data shown in Table 1 describes the similar value of identifier because the 
Suricata sensor detects the ICMP flood by the term of ‘d8918b40-64dd-11ea-ac4c-fcaa14e7485f’. 
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Figure 4. MHN’s Block Diagram 

 
Entropy calculation consists of two stages, including the distribution probability calculation of incoming packets 

using Equation 1 and calculating the entropy value using Equation 2. 
 

𝑃𝑖 =
𝑥𝑖

𝑛
 (1) 

  

𝐻 = − ∑ 𝑝𝑖 𝑙𝑜𝑔2 𝑝𝑖

𝑛

𝑖=1

 (2) 

 

Where 𝑋 = {𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛}  and 𝑃𝑖 = {𝑝1, 𝑝2, 𝑝3, … , 𝑝𝑛}  [10] [25] [26].  
 

The results of entropy will be compared with a predetermined threshold. In this study, the threshold is 1. If entropy 
< threshold or is in the range of 0-1, the incoming packet is normal [5][11][25][27]. Conversely, if the entropy value is ≥ 
1, then the packet is identified as DDoS and host 4 communicates via the application layer using RYU REST Application 
Programming Interface (API) to create and send OFPT_FLOW_MOD messages to the switch. The OFPT_FLOW_MOD 
message contains rules for the installation of mitigation-flow instructions with the drop-protocol feature that appears 
most frequently, and the installation of flow rules is done on all available switches. 

 
Table 2. Flow Rule Components to Block the Attack 

Attribute Values 

Dpid keys (dpid of switch) 
cookie 0 

table_id 0 
Idle_timeout 60 

priority 11111 
Flags 1 
match {in_port, eth_type, ip_proto} 
actions [] drop protocol 

  
As described in Table 2, the attribute match shows the flow match and actions indicate the flow actions that are 

used to block or drop the protocol. The protocol drop was chosen because the attacker sent a flooding attack with the 
same protocol type and by dropping the protocol that appeared most frequently, the mitigation scheme was also 
immediate. In term of drop-protocol, the idle_timeout with a duration of 60 seconds is used because when no packet is 
filtered by the flow rule, idle_timeout will run, and the flow will be deleted if the timeout runs out. So, when a normal 
packet comes in, it can be processed again. 
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3. Results and Discussion 
Based on the experiment conducted 5 times for each scenario with distinct window sizes or the size n, the results 

obtain the accumulation of entropy values of normal and DDoS flows, CPU usage, and installation time of mitigation 
flow. The data were extracted after sending 10000 DDoS and 10000 Normal Packet which have different packet 
component for every data accumulation period and packet sending rate. 
 
3.1 Entropy Results 

Based on Table 3, the entropy application for DDoS attacks obtained entropy values > threshold. This means 
that the flooding process of 10000 DDoS packets to host 4 has been successfully detected for all scenarios with an 
average entropy value of 10,830. Similar to DDoS attacks, the normal flow of 10000 ICMP packets from 2 normal (Host 
2 and Host 3) hosts also show a constant value in the range 0.2 - 0.5 with an average value of entropy around 0.374. 

 
Table 3. Entropy Value 

Data Accumulation Period Packet Rate (pps) Entropy for Normal Flow Entropy for DDoS Flow 

5 second 
500 pps 0.500 8.244 

1000 pps 0.205 7.519 

15 second 
500 pps 0.333 11.566 

1000 pps 0.400 11.294 

30 second 
500 pps 0.400 12.379 

1000 pps 0.500 10.971 

50 second 
500 pps 0.400 8.807 

1000 pps 0.333 12.353 

70 second 
500 pps 0.333 12.876 

1000 pps 0.333 12.289 

 
3.2 CPU Usage Results 

The CPU usage was analyzed by using proc/stat command in Linux based environment every 1 ms period before 
and after the packet was delivered. The data was retrieved from the Suricata sensor which has Core i3 with 4 GB of 
RAM. As shown in Figure 5, CPU usage for the normal and DDoS flow with a packet rate of 500pps indicates a 
fluctuating trend between normal and DDoS. Where the test with a duration of 5 seconds and 50 seconds points to a 
decrease in CPU usage during a DDoS attack. Meanwhile, the duration of 15, 30 and 70 seconds does not show a 
small difference in CPU usage. This table also shows that CPU / resource usage is not significant because the average 
is just under 1%. 
 

 
Figure 5. CPU Usage of Suricata during Normal Flow 

 
Furthermore, Figure 6 debscribe CPU usage on a scenario with 1000 pps also shows inconsistent results and 

there is a decrease when sending DDoS compared to normal delivery. However, compared to the 500pps rate, the CPU 
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usage value of 1000pps shows a better value and the same as 500pps, CPU / resource usage is not significant because 
the average is just under 1% which indicates that the use of entropy is very efficient because of small resource utilization. 

 

 
Figure 6. CPU Usage of Suricata during DDoS Flow 

 
3.3 The Promptness of Flow Rule Mitigation 

Based on Table 4, the entropy application successfully mitigates attacks with the fastest time duration of 7646ms 
in a 30-second period. This shows that the protocols of the most frequently occurring packets have been blocked by 
the mitigation flow rules that have been installed on the switch. It can also be concluded that the data accumulation 30s 
time is the most effective time for extracting the attack data. 
 

Table 4. The Time Required to Install Mitigation Flow 

Data Accumulation Period Flow Rule Installation Time (ms) 

5 second 8779 

15 second 34264 

30 second 7646 

50 second 136904 

70 second 37008 

 
4. Conclusion 

Based on the research that has been done, it can be concluded that the entropy application has succeeded in 
detecting and mitigating ICMP Flood DDoS attacks with an average value of entropy about 10.830 for the whole test. 
Not only that, CPU usage for normal testing and DDoS was also successfully obtained. The results show that the use 
of entropy has no significant impact on the use of CPU resources. In addition, from all tests, the best data accumulation 
time is in the span of 30 seconds. In the future, the authors will extend the method for detecting DDoS by comparing 
the implementation of supervised and unsupervised machine learning for classifying DDoS attack in MHN-SDN 
environment. 
 
Notation 

n : the number of packets 

𝑥𝑖 : frequency of i-th packets 

𝑃𝑖 : probability of i-th packets 
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