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Abstract—Industrial relations disputes (Perselisihan Hubungan Industrial (PHI)) are essential to examine because these disputes 

represent unbalanced bargaining positions between workers and corporations. On the other hand, there are many PHI documents, so 

they need to be classified and distinguished from other types of other decisions for other types of civil cases. PHI decisions document 

can be accessed openly from a special directory of civil courts. This ruling has similarities with other decisions regarding consumer 

protection or bankruptcy. This study used 450 documents consisting of 255 PHI court decisions and 255 non-PHI court decisions. This 

study takes the case as a classified part. We use several feature extractions and three methods: Support Vector Machine (SVM), Extreme 

Gradient Boosting (XGBoost), and Bidirectional Long Short-Term Memory (Bi-LSTM). For SVM and XGBoost classifier, we utilize 

Frequency-inverse document frequency (TF-IDF). Another classifier needs word embedding Glove Wikipedia Indonesian with a 

dimension size of 50. Various experiments conducted found that the best classification results used Bi-LSTM with Gloves. This 

classification has 100% accuracy without overfitting. We found the second result using XGBoost with parameters optimized using 

random search, while the lowest accuracy results were obtained using the SVM method. The accuracy of the classification results in 

this study can impact the availability and quality of open legal knowledge that can be utilized by society and for future research. 
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I. INTRODUCTION

Disputes in work fields (industrial relations) seem to be 
invertible between employers and workers. Such as including 
rights disputes (e.g., unpaid overtime pays), disputes of 
interest (examples of non-renewal agreements on the contents 
of employment agreements), termination disputes, and 
disputes between trade unions in one company. Industrial 
relations disputes become important because these disputes 
occur between workers and corporations/ employers whose 
bargaining positions are unbalanced. 

Industrial relations disputes can be prevented or minimized 
by providing legal awareness to the public. One source of 
open legal knowledge that the public can utilize is the court 
decision on industrial relations disputes. The verdicts of 
industrial relations cases lie in their classification in a special 
civil court directory. Therefore, these verdicts bear 

similarities to other verdicts over consumer protection or 
insolvency. 

This study aims to produce a model of classification of 
court verdicts in the realm of industrial relations disputes 
(Perselisihan Hubungan Industrial/PHI)) with non-industrial 
relations disputes (Non-PHI). Various studies of the 
classification of court decision documents were conducted. 
One of which investigated the classification of the verdict 
review by comparing the algorithms of the Convolutional 
Neural Network (CNN), Logistic Regression, Support Vector 
Machine (SVM), and Random Forest [1]. Another study 
classified three court verdicts using CNN, Recurrent Neural 
Network (RNN), and two embedding schemes [2]. The 
classification of legal verdict documents has proven the 
effectiveness of using RNN and Long Short-Term Memory 
(LSTM) [3]. LSTM has also proven to be effective in text 
processing [4]–[6]. Another comparison found word2vec + CNN 
embedding combinations to be more accurate than RNN [7]. 
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The implementation of the SVM model [8], [9], Extreme 
Gradient Boosting (XGBoost) [10], [11], and Bidirectional 
LSTM (Bi LSTM) [12], [13] document classification also 
proved successful with varying degrees of accuracy. 
Therefore, this study uses several machine learning and deep 
learning models such as SVM, XGBoost, and Bi-LSTM to 
classify industrial relations disputes and non-industrial 
relations disputes. 

II. MATERIALS AND METHOD

As shown in Figure 1, the research framework used began 
with literature review research related to the classification of 
previous court decisions. The next stage involved dataset 
collection and data preprocessing. The classification phase 
was carried out in three SVM methods, XGBoost and Bi-
LSTM. The final step involved the evaluation and conclusion 
of classification results. 

Fig. 1  Research Methodology 

A. Data Collection

The data collection process was manually downloading
industrial relations dispute court decisions from the supreme 
court’s website in a special directory of civil case decisions. 
There was also a non-disputed decision on industrial relations 
to build a balanced dataset of court decisions still contained 
in the special civil case decision directory—all written in 
Indonesian.  

B. Extraction of Decision Section

The decision of industrial relations disputes consists of
several parts: the parties’ identity to the dispute, sitting cases, 
legal considerations, and verdicts. This study did not use all 
parts of the verdict, but was only restricted to sitting the case. 

The extraction of the decision was performed automatically 
using certain keywords in the decision, and the sitting part of 
the case in the next decision was stored in the *.csv file. 

C. Preprocessing

Preprocessing in this study required several stages, namely,
(1) Changing the decision document from *.pdf to *.txt; (2)
removing information that is not relevant to the classification
needs, such as watermarks on decision documents, headers,
and footers on each page, page no, etc.; (3) removing single
characters; (4) case folding; (5) Removing white space; (6)
Eliminating numbers; (7) Tokenizing by using the Natural
Language Toolkit (NLTK) library to Indonesian; (8)
Steaming using Sastrawi library; 9) Stopwords removal with
NLTK library for the Indonesian Language [14], [15]. Up to
this stage, preprocessing could be used for all classification
stages.

Preprocessing required for the Bi-LSTM method is the 
addition of padding to make uniform text size with a 
maximum size of 1000 words. The type of Truncation applied 
to this study is Post-Sequence Truncation which will cut the 
length of the sentence at the end of the sentence according to 
the maximum number of limits. Meanwhile, the Type of 
Padding used is Post-Padding which adds a zero at the end of 
the sentence so that the overall length of the sentence will be 
equal to the number of the longest sentences. An illustration 
of the use of padding and Truncation can be seen in Fig 2 [16]. 

Fig. 2  Post Sequence Truncation and Post Padding 

D. Feature Extraction

The feature extraction stage aims to convert words into
numbers to be used in the classification process. Feature 
extraction results in word representations in vector numbers 
that can be computed using various methods. For the needs of 
SVM and XGBoost methods, this research used Frequency-
inverse document frequency (TF-IDF) to extract features. 
This method is also used to calculate the weight determination 
of the importance of each word in the document and the level 
of similarity [17]. As for mapping words into a vector based 
on their distribution, Word Embedding Glove Wikipedia 
Indonesian with a dimension size of 50 was used. The use of 
word embedding was intended to improve classification 
performance because the structure in Wikipedia Indonesian 
can be utilized [18]. This second feature extraction approach 
was used in the Bi-LSTM method. 
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E.  Classification 

This research used the supervised learning method model 
of support vector machine (SVM) and XGBoost and Deep 
Learning, namely Bi-LSTM. 

1) Support Vector Machine (SVM): SVM will map the 
training dataset into a high-dimensional feature space. Linear 
classification using this algorithm will find the boundary 
between the two classes using a hyperplane. � If the training 
dataset is � vector �� �� � 1, 2, … . , �� of n-dimensional 
space features �  ��. Where each vector has a target �� 
association ��  ��1 � 1�. Then it will have an equation 
function such as Equation (1) where ���� represents 
discriminant functions [8]. 

 f�x� �  wΦ�x� �  b (1) 

2) XGBoost: XGBoost is a development of the Gradient 
Boosting Decision Tree, part of machine learning techniques 
for solving classification and regression problems [19]. 

3) Bi-LSTM: Bi-LSTM consists of two independent 
LSTM, which obtain word annotations by summarizing 
information from two directions and combining sentimental 
information in annotations. Bi-LSTM equations can be seen 
in Equation (2), where the number of hidden state forward 
calculations are based on previous hidden states and vector 
inputs, while to represent the number of backward states, 
hidden state calculations are based on the opposite hidden 
state�ℎ���ℎ� [20].  

 ℎ� �  �ℎ� , �ℎ�! (2) 

F. Evaluation 

Evaluation of this study used several techniques, such as a 
confusion matrix, which aims to measure model performance 
by looking at how much the model can classify correctly, or 
known as true positive [21]. The second evaluation technique 
used is the classification report, which checks the model’s 
performance with several parameters such as accuracy, 
precision, recall, and F1-score [22]. The last evaluation 
technique used a loss chart to see the Bi-LSTM model's state 
to determine whether it was in good fit, overfitting, or 
underfitting. A good fit is when training loss and validation 
loss are both low values, while overfitting represents a 
condition where training loss is common. In contrast, 
validation loss is a high value, and underfitting is a condition 
where training and validation losses are high value [23].  

III. RESULTS AND DISCUSSION 
The research stages obtained various results with the 

following details: 

A. Dataset 
Based on the collection of datasets, we obtained 450 court 

decisions sourced from the Supreme Court of Indonesia 
website. An example of a court decision document is shown 
in Fig 3. The document conversion and labeling process was 
also performed, followed by balanced data obtained in each 
class consisting of 255 papers for PHI and 255 Non-PHI 
decisions. 

  
Fig. 3  Examples of Court Decision 

B. Preprocessing Results 
The results of preprocessing derived an essential word 

from each court decision document. Preprocessing results 
were visualized in a word cloud that displays important 
words based on the frequency of words appearing in a 
document. This technique helps analyze important words 
from multi-documents [24]. In the Non-PHI class, important 
words were successfully visualized, such as disputes, 
consumers, businesses, coal sales, please, heavy, and many 
more, while in the PHI class, important words include work, 
suction, labor relations, industrial relations, and so forth. 
Word cloud details are displayed in Fig 4 and Fig 5.  

 
Fig. 4 Word cloud on Non-PHI court decisions 

 

 
Fig. 5  Word cloud on PHI court decisions 
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C. Classification Results 

1) Support Vector Machine: The classification using 
SVM with SVC linear kernel function indicated the final 
accuracy result on the test data accounting for 96%. The 
results of other parameters, such as precision, recall, and F1-
Score, are presented in Table I. From the results of the 
classification report, both classes have a balanced 
performance. Other results analysts used a confusion matrix 
shown from 94 test data; 86 documents were classified 
precisely, while four were incorrect. The details of the 
confusion matrix visualization are shown in Fig 6.  

TABLE I 
SVM CLASSIFIER RESULT 

Label Precision (%) Recall (%) F1-Score (%) 

PHI 92 100 96 
Non-PHI 100 91 95 

 

Fig. 6  Confusion Matrix for SVM 

2) XGBoost: The classification with XGBoost used two 
approaches. The first approach using the default parameter 
obtained the final result accuracy in the test data of 96.6%. 
XGBoost with default parameters also has a tree architecture, 
as shown in Fig 7. Classification report results for the first 
approach are presented in Table II, indicating the results of 
precision, recall, and F1-Score for PHI and Non-PHI classes. 
In addition, the analysis of results with a confusion matrix was 
obtained on the first approach of the 94 test data. This 
architecture was able to classify 87 documents precisely. In 
contrast, as many as three papers were misclassified. The 
details of the confusion matrix results can be observed in Fig 8.  

 
Fig. 7  XGBoost Tree with default parameters 

TABLE II 
XGBOOST DEFAULT PARAMETER CLASSIFIER RESULT 

Label Precision (%) Recall (%) F1-Score (%) 

PHI 94 100 97 
Non-PHI 100 93 96 

 
Fig. 8  Confusion Matrix Model XGBoost with Default Parameter 

Each machine learning has different parameters that can 
affect the final performance of the model, and performing 
Hyperparameter Tuning can be lengthy [25]. Therefore, the 
second approach aims to optimize the model’s performance 
by using Random search. Random search utilization will look 
for the best parameter values of some previously defined 
parameter values.  

Four parameters need to be adjusted in the XGBoost model 
in this study. This study used RandomizedSearchCV provided 
in the Sklearn library. The defined parameters involved: (1) 
Learning rate with values: 0.025, 0.05, 0.075, and 0.1; (2) 
Max Depth with values: 6, 7, and 8; (3) Min child weight with 
grades: 1, 3, 5, 7, and 9; (4) The last parameter is N Estimator 
with consecutive values: 1000, 250, and 500. Random search 
results obtained the best parameters, namely: (1) Learning 
Rate with a value of 0.05, (2) Max depth of 8, (3) Min child 
weight of 7, and (4) N Estimator with the amount of 500.  

The results of optimizing parameters on XGBoost with 
random search results in the architecture tree are presented in 
Fig 9. XGBoost Random Search model performance results 
compared to the XGBoost architecture default parameters 
show an increase in accuracy value by 1.1% to 97.7%, while 
precision value and F1-Score in phi class increased by 2% and 
1%. In line with the increase in performance in the results of 
PHI class classification, non-PHI classes also experienced an 
increase in recall value and F1-Score by 2% and 2%. The 
details of classification results with XGBoost Random Search 
are displayed in Table II and Table III.   

Analysts of confusion matrix results, such as presented in 
Fig 10, showed that this model could classify as many as 88 
correct documents and two false documents out of a total of 
90 test data. This model is certainly better than the XGBoost 
model by applying default parameters.  

 
Fig. 9  XGBoost Tree Using Random Search Parameter 
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TABLE III 
XGBOOST RANDOMIZED SEARCH CV RESULT 

Label Precision (%) Recall (%) F1-Score (%) 

PHI 96 100 98 

Non-PHI 100 95 98 

 

 
Fig. 10  Confusion Matrix Model XGBoost Random Search 

3) Bidirectional LSTM: Bi-LSTM architecture is built 
with the following layers: (1) Embedding Layer with an 
embedding size value of 50 according to the number of 
vectors, (2) Bidirectional Layer LSTM with neurons of 64, (3) 
Bidirectional Layer LSTM second by 32, (4) Dense Layer 
with the number of neurons as many as 256, (5) Dropout 
Layer of 0.6, (6) Dense Layer of 128, (7) Dropout Layer with 
large size of 0.5,  (8) Dense Layer of 32, (9) Dropout Layer 
with a large 0.5, (10) Output layer with a large one because it 
is a classification of two classes. The architectural details of 
this model can be seen in Fig. 11. 

The study used neurons of 64 and 32 at the Bidirectional 
layer. The impact of many neurons on the layer will cause 
overfitting that affects accuracy performance. The number of 
neurons at this layer also involves the width of the Bi-LSTM 
model [26]. In contrast, the use of the dropout layer serves to 
avoid overfitting in the model by reducing reciprocal 
information and disconnecting neurons. The model can learn 
by not being too strict  [27], [28].  

This Bi-LSTM architecture uses the loss function of binary 
cross-entropy, the Adam Optimizer because it has a rapid 
convergence rate [29]. This study's learning rate parameter 
determining the appropriate model learning speed was 0.0001  
[30]. A call-back function was applied to prevent overfitting 
that monitored the model’s performance during training and 
was carried out at the end of each epoch [31]. The Bi-LSTM 
model in this study used ModelCheckpoint to store the best 
model based on loss validation values so that the model with 
the lowest loss validation value was the final model used.  

The final results of the model training gained 100% 
accuracy on the test data. Table IV shows that the precision, 
recall, and F1-score results of the PHI and Non-PHI label in 
the overall test dataset are 100%. Another evaluation can be 
seen from the loss chart in Fig 12, which shows that the value 
of loss between training and validation has a low difference. 
So that this model can be categorized in a good fit condition 
according to the theory  [23]. Meanwhile, if observed based 
on training graphic and accuracy in Fig. 13, the graph shows 
the meeting, and there is no significant gap between them.  

 
Fig. 11  Bi-LSTM Architecture 

 
Fig. 12  Model Training Loss Bi-LSTM 
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Fig. 13  Model Training Accuracy Bi-LSTM 

TABLE IV 
BI-LSTM CLASSIFIER RESULT 

Label Precision (%) Recall (%) F1-Score (%) 

PHI 100 100 100 
Non-PHI 100 100 100 

 
The final results of the overall evaluation of the method can 

be observed in Table V. Bi-LSTM shows the best performing 
model with an Accuracy value of 100%. Meanwhile, the 
second-best model XGBoost with a Random Search CV of 
97.7%, proved optimal in finding the best parameter value. 

TABLE V 
THE COMPARISON EXPERIMENT RESULT 

Model 

The Comparison of model result 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

SVM 95.5 96 96 
XGBoost 96.6 97 97 
XGBoost Random 
Search CV 

97.7 98 98 

Bi-LSTM 100 100 100 

IV. CONCLUSION 
This study's PHI verdict document classification technique 

used a comparison of SVM, XGBoost, and Bi-LSTM deep 
learning. The best performances were demonstrated by the Bi-
LSTM architecture using the embedding layer and two-layer 
bi-LSTM. This method can increase accuracy by up to 100%. 
In addition, the application of several techniques, such as the 
addition of dropout layers and the use of callbacks, proved 
effective in avoiding overfitting. The second-best 
performance uses XGBoost with an accuracy value on test 
data of 97.7% used Random Search to make it easier to 
determine four suitable parameters, namely learning Rate, 
Max Depth, Min child weight, and the N Estimator. 

Future research needs to increase the quantity of training 
and test data, with more classes, to increase the classification 
depth to subclasses in phi-specific civil case types. In 
addition, it is also necessary to test the training time and test 
time so that reliable models are used in various situations and 
conditions. 
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