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Abstract: Diabetes Mellitus (DM) is a disease that is characterized by glycemic disorders, 

including sustained chronic hyperglycemia and acute glucose fluctuations. Because DM is 

closely related to the body metabolism, the observation of the blood vessels becomes very 

important to perform. The observation is done by using the Mean Amplitude of Glycemic 

Excursion (MAGE). Definitively, MAGE is an important variable to solve clinical DM 

problems that contributes in generating oxidative stress related to the macro and micro-

vascular complications. MAGE is technically used with continuous blood glucose data which 

is obtained by Continuous Glucose Monitoring (CGM). Because of the CGM is expensive 

for personal use, it cannot be used in the daily observation. The contribution of this study is 

the utilization of discrete data (3 days observation) to be used in MAGE measurement. This 

research employs Spline Interpolation technique to convert discrete blood glucose data to 

continuous signal. The validation of interpolated signal is conducted by comparing the 

pattern of discrete data and continuous signal for both original and clustered data. The 

experiment showed that both scenarios depicted identical pattern. The smallest RMSE was 

achieved by Linear Spline with 57.66 while the highest RMSE value was obtained by 

Quadratic Spline with 177.00. 

 

Keywords: Continuous Glucose Monitoring, Diabetes Mellitus, Glycemic Disorders, Mean 

Amplitude of Glycemic Excursion, Spline Interpolation.  

 

1. Introduction 

 Diabetes is a group of metabolic diseases that is characterized by hyperglycemia resulting 

from defects in insulin secretion or insulin action [1]. Theoretical and preclinical studies 

demonstrated that glycemic variability is an important parameter that is used to solve a clinical 

problem in patients with DM. Glycemic variability produces oxidative stress and potentially 

contributes to the development of macro and microvascular complications [2][3][4] especially 

heart diseases. Since the DM is closely related to the metabolism of the human body, it is 

paramount to monitor the blood vessels function. Mean Amplitude of Glucose Excursion 

(MAGE) as one of the glycemic variability is a method for measuring the fluctuations in blood 

glucose associated with body metabolism. In general, blood glucose fluctuations are observed 

continuously with Continuous Glucose Monitoring (CGM). As a readout device, the CGM 

provides mechanism to monitor blood glucose levels for every 5 minutes.  

 Delivering CGM for MAGE measurements for individual prediction purposes is difficult 

because the CGM is considered expensive. Therefore, this research proposes a model of blood 

glucose observation discretely. Since MAGE can only be measured with continuous signals 

[5][6][7], the observed discrete data must be converted into continuous form. The measurement 

in this research is conducted to monitor the discrete level of blood glucose 7 times a day during 

3 days of observation. The contribution of this research is the preliminary study that discrete data 

is feasible to be used to measure MAGE. The experiment of this research is intended to obtain 

the most appropriate interpolation method of the blood glucose. The experimental results of this 

study will be useful for the development of MAGE-related studies in the future by using generic  
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used blood-sampling devices. Interpolation is a way to find the value among several data points  

that have been known to estimate a function, in which that function is not defined by a formula 

but only by defined the data from the measurement results [8].  

 

2. Mean Amplitude of Glucose Excursion (MAGE) 

 Several studies have shown the bad effects from sustained chronic hyperglycemia that results 

in excessive protein glycation and activates oxidative stress [2]. Role variability glucose 

(glycemic) is less documented, but the value of the average fluctuation of glucose will activate 

oxidative stress. Thus, it is recommended that the treatment strategies for diabetes should be 

directed to reduce to the minimum of the various components of Disglychemic. Glycemic 

variability is an important parameter that is used to resolve potential clinical problems in patients 

with diabetes. It is known that glycemic variability produces oxidative stress and potentially 

contribute to the development of macro and microvascular complications [3][4]. Currently, the 

best measurement for assessing glycemic variability is by Mean Amplitude of Glycemic 

Excursion (MAGE). However, MAGE not in routine clinical use. A routine measurement of 

glycemic variability clinical cause an important measure of overall glucose control. It predictors 

to the risk of complications of diabetes that are not detected by glycosylated hemoglobin levels 

(HbA1c). Good influence also reported by the DCCT (Diabetes Control Complications Trial) 

and by the UKPDS (United Kingdom Prospective Diabetes Study) 1998: Reduction of 

microvascular complications contribute to the reduction of glycemic excursion (glycemic 

variable). Assessment of glycemic control in diabetic patients should include three parameters, 

describes as "glucose triad" [3]: hemoglobin A1c (HbA1c), fasting plasma glucose (FPG), and 

postprandial glucose (PPG) as illustrated in Figure 1. 

 

 
  Figure 1. Three Glycaemia Parameters [9]  

 

 MAGE is a general size of the volatility of blood glucose levels, a indication level of diabetes 

control. Mage is usually used with a blood glucose monitoring system continuously (CGM). 

However, there were published medical studies which uses Mage algorithm by setting the data 

smaller, typically 7-10 observation per day for 2-3 days [4]. MAGE can be calculated by using 

equation 2.1 [10]. In this equation, the MAGE value is calculated with dividing λ (the series of 

blood glucose level) by x as number of observations.  

 MAGE = 
x

  (1) 
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There are two aspects that are important in the calculation of MAGE: first, not considering the 

MAGE excursion significant frequency, just average amplitude. Second, not considering the 

MAGE excursion glycemic which outside the normal range. MAGE only count high average 

amplitude of glucose that exceed the standard deviation for a particular day (only include the 

value of the peak to peak on bottom or vice versa) as shown in Figure 2 [4]. 

 

 
Figure 2. Example of MAGE calculation for 24 hours with CGM and SD=63 

 

3. Materials and Method 

 This research is implemented based on several stages. The first step is to get blood glucose 

data from 60 volunteers. Patients who were willing to join the experiments will be divided into 

three groups: patients with normal, high, and very high blood glucose levels. The next step is to 

get the pattern of each blood glucose data for both discrete and continuous form. Therefore, it is 

necessary to implement the interpolation method using several variants of Spline technique 

namely Linear, Quadratic, and Cubic. To strengthen the justification of using discrete to measure 

MAGE, the experiment is also done by clustering to see the centroid pattern on discrete data and 

continuous data. Details of the implementation and experiments are described in the sections 

below. 

 

A. Patient Blood Glucose Observation  

  

Table 1. Three Days Blood Glucose Sampling Observation Card 
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Observation Time ... ... ... ... ... ... ... 

Blood 

Glucose 
Level 

Hyper 
Level 

>300 ... ... ... ... ... ... ... 

260 - 299 ... ... ... ... ... ... ... 

220 - 256 ... ... ... ... ... ... ... 

180 - 219 ... ... ... ... ... ... ... 

145 - 179 ... ... ... ... ... ... ... 

101 - 144 ... ... ... ... ... ... ... 
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Normal 

Level 
80 - 100 ... ... ... ... ... ... ... 

Hype Level 
50 - 79 ... ... ... ... ... ... ... 

<50 ... ... ... ... ... ... ... 

 

 In this study, we conducted clinical experiments to take blood glucose data from patients 

(volunteers). The issue faced at this stage is how to identify patients who are classified as the 

normal, high, and very high-risk categories. Certainly, some patients are unaware of the risk of 

their blood glucose. Thus, patient selection is performed to ensure the distribution of blood 

glucose values through two types of activities. First, an interview was conducted to determine 

the patient's initial condition. The interview asks whether the patient has blood glucose-related 

problems. Second, each patient is taken blood samples at the clinical healthcare to take the 

patient's HbA1c (three months ago blood glucose level). If the distribution of HbA1c results is 

normal, then it can be continued to the next stage of taking blood glucose using a glucometer-

accelerator for three days. If the HbA1c distribution is abnormal, it is necessary to obtain another 

patient and perform the first activity. After the distribution has been declared good, then all 

patients will be taken blood samples that follow the seven-points observation scenario for three 

days. 

 Blood glucose sampling is conducted according certain scenarios: Before Breakfast, 1 hour 

after Breakfast, Before Lunch, 1 hour after Lunch, Before Dinner, 1 hour after Dinner, Before 

Bedtime. All of these scenarios are done for 3 days. Table 1 above shows the observation card 

to record the blood glucose value of each volunteer.  

 

B. Interpolation Method 

 Basically, this research was to develop a system through software integrated with existing 

tools (glucometer). This system can calculate the value of glycemic variability. MAGE is the 

glycemic variability that can be calculated using this system. MAGE is usually show as 

continuously blood glucose monitoring system using a tool called CGM (Continuous Glucose 

Monitoring) as shown in Figure 3. However, due to technical reasons CGM cannot be done, then 

the measurement of glucose in this study conducted in discrete (non-continuous) to measure 

blood glucose as much as seven times a day for 3 days. Obtained data measurement is still in 

discrete data and must be converted into continuous data interpolation technique approach 

(ICGM / Interpolated Continue Glucose Monitoring), thus, the generated data model is same as 

CGM. Glucose levels on diabetic patients was measured using a glucometer Accu Check 

Performa Nano. It consists of a sensor (strip) that functions convert glucose into signals or 

electrical quantities and displayed on the monitor in the form of numerical data (discrete) that 

can be stored in a memory integrated with the tool. The data measurement is converted into data 

continue using spline.  

 As a standard for performing interpolation, this research uses 864 points that is taken from 

how the CGM obtain the continuous data. If in CGM sends data for every 5 minutes, then in an 

hour it will transmits 12 data. Then, there will be 288 data per day. Thus, within 3 days there 

will be 864 data. 
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Figure 3. Continuous Glucose Measurement [8] 

 

 The problem often faced in engineering is to estimate a value between several data points 

that have been known the value. The method used to estimate this is interpolation. We used 3 

types spline interpolation method that are Linear Spline, Quadratic Spline, and Cubic Spline.  

 

- Linear Spline 

 Linear Spline Interpolation (first-order Spline) is used to find the value of a point by 

connecting ordered points by using Linear Function [12]. This technique is the simplest piece of 

polynomial function. The resulting interpolation curve is relatively similar to the non-linear 

interpolation model. The curve contains a steep slope change in the data. The linear spline 

formula for the ordered data x0, x1, x2, ..., xn is as follows: 

𝑓(𝑥) = 𝑓(𝑥0) + 𝑚0(𝑥 − 𝑥0) 𝑥0 ≤ 𝑥 ≤ 𝑥1  
𝑓(𝑥) = 𝑓(𝑥1) +  𝑚1(𝑥 − 𝑥1) 𝑥1 ≤ 𝑥 ≤ 𝑥2 

                                          …  

𝑓(𝑥) = 𝑓(𝑥𝑛−1) +  𝑚𝑛−1(𝑥 − 𝑥𝑛−1) 𝑥𝑛−1 ≤ 𝑥 ≤ 𝑥𝑛 
 

with (slope) straight line mi: 

𝑚𝑖 =  
𝑓(𝑥𝑖+1)−𝑓(𝑥𝑖)

𝑥𝑖+1− 𝑥𝑖
  (2) 

 

- Quadratic Spline 

 If the Linear Spline uses Linear Function formula to connect each point, then the Quadratic 

Spline Interpolation (second-order Spline) is used quadratic curve pattern. The quadratic spline 

formulas between points (𝑥𝑖 , 𝑓(𝑥𝑖)) and  (𝑥𝑖+1, 𝑓(𝑥𝑖+1)) are: 

𝑓𝑖(𝑥) = 𝑎𝑖𝑥
2 + 𝑏𝑖𝑥 +  𝑐𝑖 (3) 

 For n+1 points, there are n intervals, thus there exist 3n coefficient that are 𝑎𝑖 , 𝑏𝑖 , 𝑐𝑖     𝑖 =
0, 1, 2, 3, … , 𝑛 [9]. Thus, there are 3n equations [13]: 

Spline intersects data points by following this equation: 

𝑓𝑖(𝑥𝑖) = 𝑎𝑖𝑥𝑖
2 +  𝑏𝑥𝑖 +  𝑐𝑖  = 𝑓(𝑥𝑖)                    𝑖 = 1, 2, 3, … , 𝑛 − 1 (4) 

𝑓𝑖(𝑥𝑖+1) = 𝑎𝑖𝑥𝑖+1
2 +  𝑏𝑥𝑖+1 + 𝑐𝑖  = 𝑓(𝑥𝑖+1)    𝑖 = 1, 2, 3, … , 𝑛 − 1 (5) 

Spline continuous at the data point, expressed by the equation: 

2𝑎𝑖𝑥𝑖 + 𝑏𝑖 =  2𝑎𝑖+1𝑥𝑖+1 + 𝑏𝑖+1                        𝑖 = 1, 2, 3, … , 𝑛 − 1 (6) 

 

The last condition formed freely as the second derivative of the spline between the first two data 

points to zero. Since the first instance for the first spline is 2𝑎1 expressed 

𝑎𝑖 = 0. (7) 

 

- Cubic Spline 

 Furthermore, cubic spline interpolation is a third-order (cubic) polynomial that works by 

deriving a third-order polynomial for each interval [12]. Formally, cubic spline interpolation is 

expressed by:  
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𝑓𝑖(𝑥) = 𝑎𝑖𝑥𝑖
3 + 𝑏𝑖𝑥2 + 𝑐𝑖𝑥 +  𝑑𝑖  = 𝑓(𝑥𝑖)                   𝑖 = 0, 1, 2, … , 𝑛 (8) 

 Thus, for n + 1 data points, there are n intervals and 4n constants. As with the quadratic 

spline, the 4n condition requires the following evaluation [12]: (1) function value must be same 

at interior knots (2n – 2 condition), (2) The first and last functions must pass through the end 

points (2 conditions), (3) The first derivatives at the interior knots must be equal (n - 1 

conditions), (4) The second derivatives at the interior knots must be equal (n - 1 conditions), and 

(5) The second derivatives at the end knots are zero (2 conditions).  

 

C. Dynamic Time Warping (DTW) 

 To measure the distance between 2 time series curves 𝑥 = [𝑥1, 𝑥2, … , 𝑥𝑛] dan 𝑦 =
[𝑦1, 𝑦2, … , 𝑦𝑛] can use Euclidean Distance method. The method is simply compute the distance 

by following the formula: 

𝑑𝑖𝑠𝑡(𝑥, 𝑦) = ||𝑥 − 𝑦|| =  √(𝑥1 − 𝑦1)2 +  (𝑥2 − 𝑦2)2 + ⋯ + (𝑥𝑛 − 𝑦𝑛)2 (9) 

 The problem arises in some conditions, suppose if x and y do not have the same length or 

fluctuations of the time series that because Euclidean Distance cannot find the best alignment. 

This problem can be solved with Dynamic Time Warping (DTW) try to find the minimum 

distance between vector of time series using Dynamic Programming (DP) [14]. There are two 

vectors t and r of length m and n. DTW is used to search for mapping path 

{(𝑝1, 𝑞1), (𝑝2, 𝑞2), … , (𝑝𝑘, 𝑞𝑘)} with the aim of minimizing distance on ∑ |𝑡(𝑝𝑖) − 𝑟(𝑖)|𝑘
𝑖=1  

with restriction: (1) (𝑝1, 𝑞1) = (1,1), (𝑝𝑘, 𝑞𝑘) = (𝑚, 𝑛), (2) for every node (i,j) on path, there 

is a restriction that (𝑖 − 1, 𝑗), (𝑖, 𝑗 − 1), (𝑖 − 1, 𝑗 − 1). Thus, to obtain the optimum distance 

value is done based on Forward DP: 

• Optimum-Value function is defined as D(i,j) as DTW-distance between t(1:i) and r(1:j)  

• Recursion Function: 

𝐷(𝑖, 𝑗) = |𝑡(𝑖) − 𝑟(𝑗)| + 𝑚𝑖𝑛 {

𝐷(𝑖 − 1, 𝑗)

𝐷(𝑖 − 1, −1)
𝐷(𝑖, 𝑗 − 1)

} 

Initial condition 𝐷(1,1) = |𝑡(1) − 𝑟(1)| 
• Final answer: 𝐷(𝑚, 𝑛) 

 
Figure 4. Euclidean Distance and DTW Comparison 

 

 According to [15], “The aim of the K-means algorithm is to divide M points in N dimensions 

into K clusters so that the within-cluster sum of squares is minimize”. The algorithm is a clustering 

technique which follow certain steps starting with k groups each of which consists of a single 

random point, and thereafter adding each new point to the group whose mean the new point is 
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nearest. After a point is added to a group, the mean of that group is adjusted in order to take 

account of the new point until convergence. Convergence is a condition where there is no change 

of centroid anymore. The distance that can be used is the Euclidean distance described in the 

previous section. The K-Means algorithm used in this research is used to obtain the centroid 

from the observation data of both observational discrete data and the interpolated data. Centroid 

formed from the two data will be compared to justify the similarity pattern.  

 

4. Result and Discussion  

A. Discrete Blood Sampling Observation 

 The results of blood glucose sampling should be recorded by the patients and the 

accompanying personnel. The Table 2 below represents discrete blood sampling observation 

results from 60 volunteers (patients). The main difficulties in this observation is that the patients 

forgot to record the blood glucose level according to the suggested time and the inconsistency of 

the patients to take the blood sampling. If these conditions appear, then the observation should 

be repeated on the next day. Therefore, the role of personnel who monitor this observation 

becomes critical.  

 

 

 

Table 2. 3-Days Blood Glucose Sampling Observation 

Observation 

Patient 1 Patient 2 Patient … Patient 60 

Time in 
Minute 

Blood 
Glucose 

Time in 
Minute 

Blood 
Glucose 

Time in 
Minute 

Blood 
Glucose 

Time in 
Minute 

Blood 
Glucose 

 0 0 100 0 100 … … 0 200 

Day 1 

1 326 123 335 129 … … 364 226 

2 398 217 448 198 … … 595 298 

3 753 178 662 116 … … 950 250 

4 858 227 783 236 … … 1096 326 

5 1105 137 1063 101 … … 1187 304 

6 1191 149 1206 225 … … 1320 310 

7 1368 161 1313 183 … … 1543 232 

Day 2 

8 1805 98 1910 108 … … 1893 243 

9 1878 309 2054 163 … … 2047 256 

10 2184 115 2176 104 … … 2302 192 

11 2262 113 2307 157 … … 2429 257 

12 2558 78 2470 116 … … 2590 249 

13 2819 152 2490 158 … … 2724 290 

14 2826 128 2762 164 … … 2946 217 

Day 3 

15 3213 118 3325 115 … … 3225 244 

16 3319 245 3482 174 … … 3359 301 

17 3596 113 3603 127 … … 3837 213 

18 3660 142 3775 240 … … 4000 284 

19 4037 116 3934 146 … … 4082 275 

20 4177 128 4103 165 … … 4220 210 

21 4369 128 4187 133 … … 4330 219 

 

B. Blood Glucose Interpolation  
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(a) 

 

 
Figure 5. (a) Measurement results of discrete data and (b) Measurement results  

of Interpolated Data 

 The discrete observed blood glucose information of one patient was interpolated using one 

of proposed smoothing technique. Basically, this comparison was conducted for all patients’ 

data. However, in this paper we only present one of them since the aim of this stage is to get the 

general insight that both discrete and continuous data are identic. According to the mentioned 

interpolation scenario, it was used 864 interpolation points that follow the capacity of CGM to 

produce the continuous signal for 3 days of observation. The Figure 5 below shows the 

comparison chart of these two of data.  

 The x-axis, 1 to 21, represents the number of blood sampling. The y-axis represents the 

concentration of blood glucose of the patients. The value of blood glucose fluctuates and tend to 

rise after 1-hour food consuming (day-1: observation number 2, 4, 6; day-2: observation number 

9, 11, 13; and day-3: observation number 16, 18, 20). In the Figure 5 (b), it is clearly seen that 

continuous blood glucose results provide information about amplitude, frequency, and wave 

pattern. This result is considered to be similar with the continuous signal produced by CGM. To 

compare the generated graphs of discrete and interpolation data, validation is also done by 

clustering results of all data. Comparisons are made to the centroid of the graphs using K-Means 

with DTW-based distance calculation. The argument of using this approach is to simulate the 

real situation that blood glucose sampling is collected by CGM. The Figure 6 presents that the 

centroid pattern generated by both data show the similar pattern.  

 

0

50

100

150

200

250

300

350

0 5 10 15 20 25

b
lo

o
d

 g
lu

co
se

 (
m

g
/d

l)

Observation Time (days)

DICRETE DATA

CUBIC SPLINE

0

50

100

150

200

250

300

350

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

B
lo

o
d
 G

lu
co

d
e 

(m
g
/d

l)

Observation Time (days)

Lailis Syafa’ah, et al.

266



 

 

 
(a) 

 

 
(b) 

Figure 6. Similar Pattern of Discrete Data and Interpolated Centroid Data 

 

 To determine the most appropriate interpolation method to be used, in the experiment section, 

we formed three clusters of time series data from all patients. In the three clusters, we counted 

the centroids. Thus, the term "three" is not a three point of each patient but the number of 

centroids. To measure RMSE, we chosen randomly four validation points for each centroid. This 

means that we have 12 validation points (the discrete original data consists of 22 points for each 

patient that are obtained from 3 days observation). Therefore, the number of validation points 

used to calculate the RMSE are more than half. The error was calculated from the distance 

between some of the discrete original data that have been taken with the value of the interpolation 

results. The Root Mean Square Error (RMSE) was used to assess the performance of each 

interpolation technique. The Table 3 below shows the comparison of RMSE that was produced 

by each interpolation technique.  

 

Table 3. Interpolation Method Comparison and RMSE 
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 The smaller RMSE values indicate that the interpolation method used is better for predicting 

the validation points. The smallest RMSE was achieved with Linear Spline techniques that 

reached 57.66 while the highest RMSE value was obtained by using Quadratic Spline with 177. 

The RMSE value generated with Cubic Spline is 70.7. In this case, Linear Spline is considered 

the best technique to interpolate the discrete blood glucose data.  

 

5. Conclusion 

 Basically, MAGE is calculated with continuous blood glucose data which is obtained by 

Continuous Glucose Monitoring (CGM). The CGM is expensive for personal and daily use. In 

this research, we propose the usage of discrete data (3 days observation) to be used in MAGE 

measurement. There are 60 volunteers in this research and the blood sampling is done by using 

standard glucometer. We provided sampling card to record the glucose level according to the 

observation schedule. The first experiment was done with comparing the discrete original data 

and interpolated data and the second experiment was intended to measure the similarity of 

centroid pattern of both data. In selecting the best Spline Interpolation method, we toke randomly 

some of the original dataset (3 centroids) and predicted values of these missing centroids. From 

three interpolation methods that is used in this experiment, Linear Spline shows the smallest 

RMSE value that is 57.66. The smallest RMSE indicates that the method is the most appropriate 

in predicting the interpolated points on blood glucose data. 
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