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 Chronic hyperglycemia and acute glucose fluctuations are the two main factors  

that trigger complications in diabetes mellitus (DM). Continuous and sustainable 

observation of these factors is significant to be done to reduce the potential  

of cardiovascular problems in the future by minimizing the occurrence  

of glycemic variability (GV). At present, observations on GV are based on 

the mean amplitude of glycemic excursion (MAGE), which is measured 

based on continuous blood glucose data from patients using particular 

devices. This study aims to calculate the value of MAGE based on discrete 

blood glucose observations from 43 volunteer patients to predict the diabetes 

status of patients. Experiments were carried out by calculating MAGE values 

from original discrete data and continuous data obtained using Spline 

Interpolation. This study utilizes the machine learning algorithm, especially 

k-Nearest Neighbor with dynamic time wrapping (DTW) to measure  

the distance between time series data. From the classification test, discrete 

data and continuous data from the interpolation results show precisely the same 

accuracy value that is equal to 92.85%. Furthermore, there are variations in 

the MAGE value for each patient where the diabetes class has the most 

significant difference, followed by the pre-diabetes class, and the typical class. 
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1. INTRODUCTION 

Diabetes mellitus (DM) sufferer’s prediction status is important since this disease has become a 

major issue in the world. Based on studies in the world population with age ranging from 20-79, people with diabetes 

in 2017 around 424.9 Million will reach 628.6 Million in 2045 [1]. Due to DM is very closely related to body 

metabolism, it is important to monitor the blood vessels function to guarantee that they work normally. 

Monitoring the blood vessel is also crucial to obtain the fluctuation of blood glucose levels [2]. Mean 

amplitude of glucose excursion (MAGE) as one of the glycaemic variability is a method for measuring the 

blood glucose fluctuations associated with body metabolism. The position of the MAGE, which is directly related to 

the blood vessels makes it appropriate to be used in predicting a person's diabetes status. To obtain the 

MAGE value, blood glucose fluctuations are observed continuously with continuous glucose monitoring 

(CGM) that transmits the blood glucose level every 5 minutes. 
The idea of glycaemic variability (GV) has boosted popularity as a tool for categorizing the unique 

properties of blood glucose (BG) in particularly of the major increased use and reliability of CGM systems. 

https://creativecommons.org/licenses/by-sa/4.0/
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Using classification based on impaired glucose tolerance (IGT), the Authors in [3] compared with type-2 
diabetes (T2D) using CGM data. 62 subjects of time-series data were collected as a CGM dataset.  
It the ability to distinguish between the subjects affected by impaired glucose tolerance versus T2D. 
Moreover, using simple linear support vector machine classifier can distinguish IGT and T2D by reduced set 
of CGM-based glycaemic variability indices [4]. 

Recently, it is reported that glycaemic variability is related to the severity of coronary artery disease 
in patients with poorly measured type 2 diabetes and acute myocardial infarction [5]. Reference [6] proposed 
an easy metric that may be utilized by clinicians to quickly assess the glycaemic variability standing of 
patients and thereby determine those patients with continuing high levels of glycaemic variability. The new 
measurement, the glycaemic fluctuation share (GVP), gave a quantitative measuring of glycaemic 
inconstancy over a given interim of your time by dissecting the length of the CGM worldly follow 
standardized to the period underneath examination.  

Although previously published studies demonstrated that MAGE can be measured by observing 
blood glucose data continuously, generally reported as in [7-9]. However, the provision of CGM for personal 
and mass use is considered very expensive. In this study, blood samples were taken for several days using 
CGM. This results in blood glucose data that can be easily obtained in the community cannot be used as data 
for research related to MAGE [10]. To overcome this problem, our previous study [11] used discrete data 
interpolated for the measurement of MAGE. In that study, used Spline interpolation techniques for smoothing 
discrete data of 21 points were observed within three days. The interpolation technique is implemented by 
forming 864 interpolation points. This value is obtained from simulating the amount of data generated by 
CGM for three days. If CGM transmits data every 5 minutes, in 1 hour there will be 12 data, in 1 day there 
will be 288 data, and three days there will be 864 data. The size of the 3-day observation was taken from  
the study in [12]. From the experimental results, the linear spline technique produces the lowest RMSE value 
than the other techniques, namely quadratic and cubic spline. The issue that we tend to raise in this study is 
measuring MAGE costs based on discrete data to be used to predict a person's with diabetes status. This study 
revealed that discrete data is capable to predict the MAGE costs utilizing machine learning technique. 

 

 

2. RESEARCH METHOD 

To answer the predetermined research question, this research was conducted by the following 

number of workflows shown in Figure 1. 
 

 

 
 

Figure 1. Process flow of diabetes prediction based on MAGE 

 

Blood Glucose Data 

Observation 

1. Laboratory Test for HbA1c. 

2. Three days personal blood 
glucose observation. 

3. 43 volunteers. 

Diabetes Status 

Classification based on 

PERKENI  

1. PERKENI standard for 

diabetes categorization. 

2. Group the blood glucose 
data according to the 

Diabetes status. 

 

Discrete blood glucose 

Interpolation 

Diabetes Prediction 

using Machine 

Learning 

1. Prediction is done for both 

data: discrete and 

continuous. 
2. Discrete using 22 features, 

and continuous using 864 

features (interpolated 

points). 

MAGE calculation for 

both datasets, discrete 

and continue data 

1. The calculation is done to 

compare the MAGE value 

of both data. 
2. The difference between two 

MAGE values is important 

to justify the using of 
discrete data to calculate 

MAGE. 
Result Analysis and Evaluation  



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

Study on diabetes prediction based on discrete and continuous mean amplitude of… (Lailis Syafaah) 

2621 

2.1. Blood glucose data observation 

In this study, blood glucose data was used in our previous study [11]. This data was obtained from 

43 volunteer patients who were recorded using a monitoring card as shown in Table 1. In addition to 

recording blood glucose values based on a given scenario, all patients also recorded each food consumed. 

This is needed for further analysis of the trend of increasing and decreasing blood glucose values before and 

after eating. After expressing a willingness to volunteer, patients are also asked to do blood tests conducted at 

a health center or hospital. This test is intended to obtain fasting glucose and HbA1c values that are used to 

classify the diabetes status of each patient. 
 

 

Table 1. Blood glucose monitoring card 
Name / Age / Occupation ………… / ………… / ………… 

HbA1c ………… % 

Fasting Glucose  ………… (mg/dl) 

Day … (1/2/3) 

  
  

  

Before 
Breakfast 

1.hour 
after 

Breakfast 

Before  
Lunch 

1 hour 
after 

Lunch 

Before 
Dinner 

1 hour 
after 

Dinner 

Before 
Bedtime 

Observation Time ... ... ... ... ... ... ... 

Blood 
Glucose 

Level 

Hyper Level >300 ... ... ... ... ... ... ... 
260-299 ... ... ... ... ... ... ... 

220-256 ... ... ... ... ... ... ... 
180-219 ... ... ... ... ... ... ... 

145-179 ... ... ... ... ... ... ... 

Normal Level 101-144 ... ... ... ... ... ... ... 
80-100 ... ... ... ... ... ... ... 

Hype Level 50-79 ... ... ... ... ... ... ... 

<50 ... ... ... ... ... ... ... 

Breakfast Menu: 
Lunch Menu: 

Dinner Menu: 

 
 

2.2. Diabetes status classification based-on PERKENI 

When starting to introduce the scenario of taking blood glucose to each patient, a brief interview 

was conducted to obtain information regarding diabetes status. This interview aims to get an even distribution  

of each category of diabetes status, namely Normal, Pre-diabetes, and Diabetes. However, trying to balance 

the number of patients in each category is not easy due to two factors: i) the patient is not willing to 

volunteer, and ii) the patient has never checked diabetes status before. Furthermore, data preparation is done 

to form a classification dataset from blood glucose observation data. As a reference, the process of labeling 

the dataset uses the Perkumpulan Endokrinologi Indonesia (PERKENI) criterion [13], which consists of three 

classes as previously mentioned namely Normal, Pre-diabetes, and Diabetes based on HbA1c values.  

Table 2 shows the PERKENI standard for classifying all three patients with diabetes status. 
 

 

Table 2. PERKENI standard for diabetes classification 
Parameters HbA1c (%) Fasting glucose (mg/dl) Plasma glucose 2 hours after TTGO (mg/dls) 

Diabetes >=6.5 >=126 >=200 

Pre-diabetes 5.7-6.4  100-125  140-199 

Normal <5.7 <100 <140 

 
 

2.3. Blood glucose interpolation with linear spline 

Linear spline interpolation (first-order spline) is used to find the value of a point by connecting 

ordered points using linear function. This technique is the simplest piece of a polynomial function.  

The resulting interpolation curve is relatively similar to the non-linear interpolation model. The curve 

contains a steep slope change in the data. The linear spline formula for the ordered data    ,   ,   , ..  

and    as follows in (1): 

 

 ( )   (  )     (    )         
 

 ( )   (  )     (    )         
 

. . . . . . 

 

 ( )   (    )       (      )           

(1) 
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with (slope) straight line mi is stated in (2): 

 

    
 (    )  (  )

        
 (2) 

 

This approach is used to interpolate 22 points on the observation of blood glucose to 864 points.  

The number of interpolation points is obtained assuming that in CGM sends data every 5 minutes, then in an 

hour, it will transmit 12 data. Then, there will be 288 data per day. Thus, within 3 days there will be 864 data. 

 

2.4. Time series classification and dynamic time warping (DTW) 

The classification was carried out to determine the diabetes status of patients based on observations 

for three days based on the k-Nearest Neighbor (kNN) algorithm. The classification performed on the two 

types of data namely discrete and continue is intended to compare again that the two types of data produce  

a classification accuracy that is nearly identical. In other words, discrete data can be used as a valid 

representation of continued observations. Because the dataset used is data in the form of sequences  

(time series), this research uses the dynamic time warping (DTW) algorithm as the similarity measurement. 

The use of DTW is intended to measure the similarity of two or more sequences that are unequally 

spaced time points. More specifically, points measured by distance (as a classification attribute) are not 

always at the same time (non-linear). For instance, observations of taking blood glucose at point seven in 

discrete data are not always done at the same time. Thus, the similarity measure cannot be done based on 

Euclidean distance alone. Thus, the classification of both discrete and continuous data is performed using  

the kNN algorithm with DTW to measure the distance between sequences based on the best alignment.  

The principle works for DTW technique as described in [14]: given time series sequences   and   
with length   and   as it is illustrated in Figure 2. DTW algorithm is used to search for mapping the path 

*(     ) (     )   (     )+ with aiming to minimize the distance on ∑   (  )   ( )  
    with 

restriction: (1) (     )  (   ) (     )  (   ), (2) for every node (   ) on path, there is a restriction 

that (     ) (     ) (       ). Thus, to obtain the optimum distance value is done based on 

forward DP:  

‒ The optimum-value function is defined as   (   ) as DTW-distance between  (   ) and  (   ) 
‒ Recursion Function as stated in (3): 
 

 (   )    ( )   ( )     {

 (     )

 (      )
 (     )

} (3) 

 

Initial condition  (   )    ( )   ( )  
‒ Final answer:  (   ) 
 

 

 
 

Figure 2. Original signal and warped signal with DTW [15] 
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2.5. Calcultion of MAGE 

Several studies have shown the bad effects of sustained chronic hyperglycemia that results in 

excessive protein glycation and activates oxidative stress [16]. Role variability glucose (glycemic) is less 

documented, but the value of the average fluctuation of glucose will activate oxidative stress. Thus, it is 

recommended that the treatment strategies for diabetes should be directed to reduce to the minimum  

of the various components of Disglychemic. Glycemic variability is an important parameter that is used to 

resolve potential clinical problems in patients with diabetes. It is known that glycemic variability  

produces oxidative stress and potentially contribute to the development of macro and microvascular 

complications [12, 17]. Currently, the best measurement for assessing glycemic variability is by mean 

amplitude of glycemic excursion (MAGE).  

However, MAGE not in routine clinical use. Routine measurement of glycemic variability clinical 

causes an important measure of overall glucose control. It predictors to the risk of complications of diabetes 

that are not detected by glycosylated hemoglobin levels (HbA1c) [18]. Glycated hemoglobin levels are 

regularly measured to monitor and evaluate the glycemic control of diabetics [19]. Good influence also 

reported by the DCCT (Diabetes Control Complications Trial) and by the UKPDS (the United Kingdom 

Prospective Diabetes Study) 1998: Reduction of microvascular complications contribute to the reduction  

of glycemic excursion (glycemic variable). Assessment of glycemic control in diabetic patients should 

include three parameters, describes as "glucose triad" [17]. Furthermore, referring to [20-22] these 

parameters are hemoglobin A1c (HbA1c), fasting plasma glucose (FPG), and postprandial glucose (PPG) as 

respectively as illustrated in Figure 3. 

MAGE is a general size of the volatility of blood glucose levels, an indication level of diabetes 

control. Mage is usually used with a blood glucose monitoring system continuously (CGM). However, there 

were published medical studies that use MAGE algorithm by setting the data smaller, typically 7-10 

observation per day for 2-3 days [12]. The MAGE value is calculated by dividing λ (the series of blood 

glucose levels) by   as a number of observations. 

 

 

 
 

Figure 3. The illustration of three glycaemia parameters [20, 23] 

 

 

Two aspects are important in the calculation of MAGE: first, not considering the MAGE excursion 

significant frequency, just average amplitude. Second, not considering the MAGE excursion glycemic which 

outside the normal range. MAGE only counts a high average amplitude of glucose that exceeds the standard 

deviation for a particular day (only include the value of the peak to peak on the bottom or vice versa) as 

shown in Figure 4, according to [12]. 
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Figure 4. Example of MAGE calculation for 24 hours with CGM and SD=63 [12] 

 

 

3. RESULTS AND DISCUSSION 

3.1. Blood glucose observation result 

Patients and the accompanying personnel recorded the results of blood glucose monitoring.  

Table 3 represents discrete blood sampling observation results from 43 volunteers (patients). The main 

difficulties in this observation are that the patients forgot to record the blood glucose level according to  

the suggested time and the inconsistency of the patients to take the blood sampling. If these conditions 

appear, then the observation should be repeated on the next day. Therefore, the role of personnel who 

monitor this observation becomes critical. 

Screening value of fasting glucose is intended to categorize blood glucose data into three namely 

normal, pre-diabetes, and diabetes. The results of this stage are used for classification using a machine 

learning algorithm. Next, interpolation is done to obtain continuous values from discrete blood glucose data.  

The algorithm used is Linear Spline which in previous studies produced the smallest RMSE value [11].  

Each patient's blood glucose data which amounts to 22 points will be interpolated to 864. In Figure 4, one 

example of the interpolation results is represented in graphical form. 
 

 

Table 3. Three days blood glucose observation result form 43 volunteers and diabetes classification 
Observation Patient 1 Patient 2 Patient … Patient 43 

Time in 

Minute 

Blood 

Glucose 

Time in 

Minute 

Blood 

Glucose 

Time in 

Minute 

Blood 

Glucose 

Time in 

Minute 

Blood 

Glucose 

HbA1c 5.6 5.8 … 9,7 

Fasting Glucose …. …. …. …. 

 0 0 100 0 77 … … 0 152 

Day 1 1 326 58 335 112 … … 364 252 

2 398 135 448 108 … … 595 182 

3 753 106 662 121 … … 950 262 

4 858 135 783 91 … … 1096 139 

5 1105 89 1063 85 … … 1187 161 

6 1191 149 1206 100 … … 1320 141 

7 1368 103 1313 86 … … 1543 156 
Day 2 8 1805 87 1910 141 … … 1893 214 

9 1878 104 2054 84 … … 2047 181 

10 2184 81 2176 141 … … 2302 220 

11 2262 131 2307 65 … … 2429 156 

12 2558 121 2470 112 … … 2590 199 

13 2819 106 2490 65 … … 2724 169 

14 2826 121 2762 83 … … 2946 164 

Day 3 15 3213 92 3325 137 … … 3225 220 

16 3319 126 3482 90 … … 3359 153 

17 3596 81 3603 91 … … 3837 188 

18 3660 125 3775 85 … … 4000 172 

19 4037 104 3934 107 … … 4082 239 

20 4177 130 4103 98 … … 4220 200 

21 4369 111 4187 77 … … 4330 152 

Class Normal Pre-Diabetes  Diabetes 

 

 

Initial classification results were obtained in the form of 7 normal patients, 5 pre-diabetic patients, 

and 31 diabetes patients as shown in Figure 5(a). For classification-based prediction purposes, of course,  
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the blood glucose data obtained include imbalanced data. Such data distribution will not be able to form a fair 

classification model and cause classification bias. Thus, we use the synthetic minority over-sampling 

technique (SMOTE) algorithm to balance the distribution of data in each class [24]. Figure Figure 5(b) shows 

the distribution of new blood glucose data after the implementation of the SMOTE algorithm in which each 

class consists of 22 data. 
 

 

  
(a) (b) 

  

Figure 5. Blood glucose data, (a) Imbalance discrete, (b) Balanced using SMOTE 
 

 

In the next stage, all blood glucose data were interpolated based on the linear Spline technique. 

Points generated from interpolation amounted to 864 according to the observations taken in every 5 minutes 

in a period of 3 days. Figure 6(a) shows the time series model of discrete observation data of blood glucose in 

one patient and in Figure 6(b) is the result of the interpolation of blood glucose data. 
 

 

  
(a) (b) 

  

Figure 6. Blood glucose data, (a) Discrete, (b) Interpolated 
 

 

3.2. Discrete and continuous classification comparison 

Classification based prediction is done using kNN algorithm with DTW as a technique to calculate 

the distance between time series data. The data used for testing are data from the SMOTE data balancing 

results by distributing Normal, Pre-diabetes, and Diabetes data for each of the 22 data. Testing is done by 

splitting all data both discrete and continuous interpolation results to 80% (52 data) training data and 20% 

testing data (14 data). From the tests conducted, both discrete data and continuous data produce the same 

classification accuracy value, which is 92.85%. Furthermore, the confusion matrix, as shown in Table 4, is 

produced exactly where the test data for the Normal and Pre-diabetes categories can be classified correctly 

and the diabetes category contains 1 misclassification out of a total of 6 test data. Thus, from prediction 

testing using discrete data and continuous data, it can be described that discrete data with observations  

of patients for 3 days can represent observations that should be made continuously based on continuous 

glucose monitoring (CGM) taken every 5 minutes. 
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Table 4. Confusion matrix pregnancy risk prediction 
 Normal Pre-diabetes Diabetes 

Normal 3 0 0 

Pre-diabetes 0 5 0 
Diabetes 0 1 5 

 

 

3.3. Discrete and continuous MAGE value comparison 

In addition to classification-based testing, this study also examines the value of MAGE generated by 

both types of data, discrete and continuous. MAGE value is calculated by adding up all blood glucose values 

in all observations divided by the number of observations. In contrast to classification-based testing, MAGE 

values are not calculated using SMOTE balancing data. MAGE value is calculated using 43 original data 

from observations. 

Table 5 shows the MAGE value calculation for both types of data. In general, it can be clearly seen 

that there is a difference in the value of MAGE for each patient in discrete and continuous data. In general, 

the difference in MAGE value is 0<Difference in MAGE<1. However, in some patients with  

the Diabetes class, there is a difference in MAGE value that reaches a difference of two even a difference of 

three. In Figure 7 the average value of the MAGE value is shown in each class. In the blood glucose data 

used in this study, the largest MAGE difference is in the Diabetes class followed by the Pre-diabetes class, 

and the smallest Normal class. These results indicate that the higher the blood glucose value of the patient, 

the greater the difference in MAGE value. This can be caused because in the Pre-diabetes class and  

the Diabetes class, the blood pressure level tends to be more volatile than patients in the Normal class [25]. 

 

 

Table 5. Comparison of discrete and continuous MAGE value data 
ID Patient Class Discrete MAGE Continues MAGE 

1 Diabetes 184.90 185.36 
2 Diabetes 199.68 200.66 

3 Diabetes 177.86 178.73 

4 Diabetes 217.45 217.57 
5 Pre-diabetes 97.81 98.41 

6 Diabetes 222.50 222.05 

7 Diabetes 178.90 179.81 

8 Diabetes 195.68 195.03 

9 Diabetes 244.09 243.26 

10 Diabetes 323.54 326.40 
11 Pre-diabetes 119.09 118.63 

12 Diabetes 238.27 238.37 

13 Diabetes 198.50 196.78 
14 Normal 106.77 107.76 

15 Diabetes 333.68 333.21 

16 Diabetes 363.72 363.59 
17 Diabetes 196.31 199.12 

18 Pre-diabetes 133.40 134.76 

19 Diabetes 386.04 386.35 
20 Diabetes 400.59 403.66 

21 Normal 117.77 118.28 

22 Normal 115.90 117.30 
23 Normal 92.72 92.96 

24 Normal 115.81 115.96 

25 Normal 100.45 100.48 
26 Normal 105.68 106.10 

27 Diabetes 152.68 153.72 

28 Diabetes 282.22 283.88 
29 Diabetes 151.54 151.90 

30 Diabetes 142 142.06 

31 Diabetes 179.63 179.47 
32 Diabetes 256.95 257.06 

33 Diabetes 151.36 151.99 

34 Diabetes 198.95 198.50 
35 Diabetes 165.90 166.59 

36 Diabetes 400.59 403.66 

37 Diabetes 233.63 233.11 
38 Diabetes 227.54 228.33 

39 Diabetes 176.22 175.80 

40 Diabetes 308.68 309.95 
41 Diabetes 282.22 283.88 

42 Pre-diabetes 136.04 137.35 

43 Pre-diabetes 100.54 101.07 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

Study on diabetes prediction based on discrete and continuous mean amplitude of… (Lailis Syafaah) 

2627 

 
 

Figure 7. Average MAGE value between discrete data and continuous data 

 

 

4. CONCLUSION 

This study emphasizes to evaluate blood glucose data to predict the level of diabetes risk and 

calculate MAGE values. Discrete blood glucose values were compared with continuous interpolation data for 

the two tests. In this study used blood glucose data taken from 43 volunteer patients. Blood glucose data is 

taken 21 times in a span of 3 days. This observation resulted in three classes of diabetes risk level, namely the 

normal patients, 5 pre-diabetes patients, and 31 diabetes patients. For classification purposes, we use the 

SMOTE balancing technique which produces 22 data for each class. 

It is proven from the conducted experiments, the prediction accuracy using the DTW-based kNN 

algorithm produces an identical value that is equal to 92.85%. Testing the calculation of MAGE values in 

both types of data shows the difference where the largest difference is experienced in the class of diabetes 

followed by the Pre-diabetes class and the Normal class. This can be caused due to patients who are included 

in the class of Pre-diabetes and Diabetes have blood glucose values that are more volatile. 
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