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ABSTRACT Diabetes is a serious condition that can lead to fatal complications and death due to metabolic disorders caused by a lack 

of insulin production in the body. This study aims to find the best classification performance on diabetes dataset using Extreme Gradient 

Boosting (XGBoost) method. The dataset used has 768 rows and 9 columns, with target values of 0 and 1. In this study, resampling is 

applied to overcome data imbalance using SMOTE, and hyperparameter optimization is performed using GridSearchCV and 

RandomSearchCV. Model evaluation was performed using confusion matrix as well as metrics such as accuracy, precision, recall, and 

F1-score. The test results show that the use of GridSearchCV and RandomSearchCV for hyperparameter tuning provides good results. 

The application of data resampling also managed to improve the  overall model performance, especially in the XGBoost method that has 

been optimized using GridSearchCV, which  achieved  the highest accuracy of 85%, while XGBoost with RandomSearchCV 

optimization showed 83% accuracy performance. 

 

INDEX TERMS Diabetes, XGBoost, SMOTE, Hyperparameter Tuning, GridSearchCV, 

RandomSearchCV

I. INTRODUCTION 

Diabetes is a metabolic disorder caused by problems in insulin 

production in the body [1]. In this condition, the pancreas 

produces an insufficient amount of insulin, which results in an 

imbalance in blood sugar levels and increases blood sugar 

concentration [2]. Diabetes can be caused by a variety of 

factors, including genetic factors such as family history, and 

lifestyle factors such as smoking, unhealthy diet, lack of 

physical activity, stress management, and being overweight 

[3].  

Diabetes is a significant global health problem. 

According to a 2021 report by the International Diabetes 

Federation (IDF), about 537 million people aged 20-79 

worldwide have diabetes [4]. In Indonesia, the number of 

people with diabetes continues to increase every year. By 

2021, the number of diabetes cases among adults will reach 19 

million out of a total adult population of 179 million, with a 

prevalence of 10.8% [5]. Diabetes can be very dangerous if it 

causes complications in the sufferers such as nervous system 

damage (neuropathy), kidney system damage (nephropathy), 

eye damage (retinopathy), as well as microvascular and 

macrovascular complications. These complications can 

negatively affect the various organ systems of the human body 

over a period of time and can lead to death [6]. 

With the increasing number of diabetes cases, efforts 

to prevent and manage diabetes are becoming increasingly 

important. By intervening appropriately in diabetes, it 

becomes very important to reduce the risk of complications 

and the negative impact it causes. Currently, with the 

advancement of technology, diabetes identification can be 

done using machine learning algorithms with available data to 

analyze. One of the machine learning algorithms that can be 

applied is Extreme Gradient Boosting (XGBoost), which can 

provide a new foundation in diabetes prevention and control 

efforts. 
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Previously, various approaches have been taken to 

detect diabetes. In 2022, research was conducted on diabetes 

classification using the logistic regression method which 

achieved an accuracy of 77% [7]. Then in 2021, another study 

predicted diabetes using the fuzzy logic method to detect 

diabetes with an accuracy of 96.47% [8]. In 2023, research 

was also conducted to detect diabetes using the Support Vector 

Machine and Random Forest methods. The research applied 

the SMOTE (Synthetic Minority Oversampling Technique) 

technique to balance the diabetes data. The results showed that 

the Random Forest method with the application of the 

SMOTE technique achieved the highest accuracy, which was 

95.8% [9]. 

Extreme Gradient Boosting (XGBoost) is a method 

developed by Chen and Guestrin (2016) that applies the 

concept of Gradient Boosting (GB) which is efficient, fast, and 

scalable. XGBoost uses a level-wise growth approach, 

forming a set of decision trees where the model depends on 

the previous model. The first model in XGBoost tends to be 

weak in initializing the prediction value, and is then 

strengthened through updating the weights in each model 

formed [10]. Previous research in 2023 has shown the 

superiority of XGBoost in predicting cardiovascular disease 

(CVD) compared to several other algorithms such as Decision 

Tree, K-Nearest Neighbors, Naïve Bayes, and Random Forest. 

In the study, XGBoost achieved the highest accuracy of 

92.34%.[11].  Another study in 2024 also used the XGBoost 

method to detect and analyze breast cancer. The accuracy 

result obtained is 94.74% [12]. Selecting the right set of 

hyperparameters is important in terms of classification model 

performance and accuracy. Hyperparameter tuning allows 

tweak model performance for optimal results with try out 

different combinations of parameters and values by iteratively 

[13]. 

This research has contribution including: 

1. Based on its proven performance and excellence in 

disease prediction, this study selected XGBoost for 

diabetes classification. 

2. In addition, this research will apply data resampling 

techniques using SMOTE to overcome data imbalance. 

3. Hyperparameter tuning is also added to achieve optimal 

classification results. 

 

In the research process, there are several stages from 

preprocessing, normalizing data using the Min-Max 

Normalization technique to classifying using the Extreme 

Gradient Boosting (XGBoost) method. This research is 

expected to produce an effective classification model to 

identify diabetes in patients. 
 
II. RESEARCH METHOD 

In this study, classification will be carried out on the 

diabetes disease dataset using the XGBoost method which 

consists of several stages. The flow of this research will be 

shown in FIGURE 1. 

 

 
 

FIGURE 1. Research Flow 

A. DATASET 

The dataset used in this study is a diabetes dataset 

obtained from the kaggle website. Here is the link 

https://www.kaggle.com/datasets/mathchi/diabetes-data-set. 

This dataset consists of 768 rows and 9 columns, which are the 

attributes of the dataset. This dataset consists of two target 

classes, namely a class representing patients with diabetes and 

a class representing patients who do not have diabetes. This 

dataset is imbalanced with a ratio of 500 to 268, where 500 

rows represent the class of patients who do not have diabetes 

and 268 rows represent the class of diabetic patients. To 

overcome this imbalance, data resampling is carried out using 

SMOTE so that the number of rows in each class becomes 

balanced with a ratio of 500 to 500. This dataset will be used 

for classification with the aim of predicting diabetes based on 

the attributes in the dataset. In this research, the XGBoost 

algorithm will be used to perform the classification. The 

following dataset details can be seen in TABLE 1. 
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TABLE 1. Dataset Details 

Attribute Description 

Pregnancies Number of pregnancies the patient 

has had. 

Glucose Plasma glucose concentration 2 

hours after oral glucose tolerance. 

Blood Presure A measure of blood pressure. 

SkinThickness Thickness of the skin fold in the 

triceps region (mm). 

Insulin Insulin concentration in serum 2 

hours after oral glucose tolerance 

test. 

BMI Body mass index, which is 

calculated as weight (kg) divided 

by height (m). 

DiabetesPredigreeFunction Family history of diabetes. 

Age Patient age (years). 

Outcome The target class, with values 0 and 

1, where 0 represents non-diabetic 

patients and 1 represents non-

diabetic patients. 

 

B. PREPROCESSING 

1) DATA CLEANING 

Preprocessing is an important stage in the data 

analysis process [14]. The purpose of the preprocessing stage 

is to prepare and improve the quality of data before entering 

the analysis and classification model building stage so that the 

analysis results can be more effective and accurate [15]. The 

preprocessing stages carried out include the following: 

 

2) DATA NORMALIZATION 

Data normalization is the process of re-scaling the 

attribute values of the data so that it can make processing 

easier [16]. In this research, the data normalization used is 

Min-Max Scaling. Min-Max Scaling is used to transform data 

with a range of 0 and 1 and ensure there are no features with 

unbalanced values [17]. The following equation is like Eq. (1) 

:  

𝑥′ = (
𝑥 − min⁡(𝑥)

max(𝑥) − min⁡(𝑥)
) 

(1) 

 

2) RESAMPLING 

Resampling is a statistical technique used to 

overcome class imbalance in a dataset, such as in the 

classification process, by manipulating the training data to 

balance the data distribution [18]. In this research, the 

resampling technique used is SMOTE (Synthetic Minority 

Oversampling Technique), which is an oversampling 

technique that produces synthetic samples by combining 

minority samples and their neighbors [19]. The following are 

the results of the resampling process in this study can be seen 

through FIGURE 2 and FIGURE 3. 

 

FIGURE 2. Before Resampling 

 

FIGURE 3. After Resampling 

C. HYPERPARAMETER TUNING 

In this study, parameter tuning is performed to 

evaluate how well the applied model can provide accurate 

results. It is also part of the training process using training 

data and validation data to achieve the optimal level of 

accuracy [20]. In this study, the hyperparameter tuning used 

is GridSearchCV and RandomSearchCV to select the most 

http://ijeeemi.poltekkesdepkes-sby.ac.id/index.php/ijeeemi


Indonesian Journal of Electronics, Electromedical Engineering, and Medical Informatics 
Multidisciplinary : Rapid Review : Open Access Journal                            Vol. 6, No. 2, May 2024, pp.78-84   e-ISSN: 2656-8624              

 

Accredited by Ministry of Research and Technology /National Research and Innovation Agency, Indonesia  

Decree No: 72/E/KPT/2024, Date: 1 April 2024 

Journal homepage: http://ijeeemi.poltekkesdepkes-sby.ac.id/index.php/ijeeemi                                                                                                                    81 

optimal combination of parameters with the aim of 

improving the performance of the XGBoost model. 

D. EXTREME GRADIENT BOOSTING (XGBOOST) 

 Extreme Gradient Boosting (XGBoost) is a 

decision tree-based algorithm that belongs to the tree other 

Gradient Boosting methods, both for classification and 

regression problems [21]. In the context of regression trees, 

the internal nodes represent the values used to test the 

attributes, while the leaf nodes produce scores that represent 

the decision [22]. The final prediction is obtained from the 

sum of the scores predicted by the K tree, the following 

equation is shown in Eq. (2): 

𝑜𝑏𝑗(𝜃) = ⁡∑𝑙⁡(𝑦𝑖

𝑛

𝑖=1

, 𝑦̂𝑙) +⁡∑Ω

𝑘

𝑘

⁡(𝑓𝑘) 

(2) 

 Where is the rquation ∑ 𝑙𝑛
𝑖=1 ⁡(𝑦𝑖 , 𝑦̂𝑙) is a loss 

function that can be calculated to measure how well the 

model fits the training dataset and ∑ 𝛺𝑘
𝑘 ⁡(𝑓𝑘) is an equation 

that determines the complexity of the model.  

 Before building the XGBoost prediction model, the 

first step is to perform optimal hyperparameter tuning. 

XGBoost has many large hyperparameters that can affect its 

performance. These hyperparameters are divided into three 

categories: general parameters, booster parameters, and 

learning task parameters [23].  

D. EVALUATION 

 In this research, the model will be evaluated using 

Confusion Matrix, a technique used to evaluate classification 

models [24]. Confusion matrix measures accuracy, recall, 

precision, and F1-score [25]. Confusion matrix involves 

several evaluation components, such as TP (True Positive) 

which represents correctly predicted positive data, TN (True 

Negative) which represents correctly predicted negative 

data, FP (False Positive) which indicates negative data that 

was incorrectly predicted as positive, and FN (False 

Negative) which reflects positive data that was incorrectly 

predicted as negative [26]. The following is the formula for 

calculating the confusion matrix used: 

1) ACCURACY 

Accuracy describes how much test data is 

successfully predicted correctly by the model [27]. The 

following equation is like Eq. (3): 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

(3) 

2) PRECISION 

 Precision is a metric that shows the number of true 

positive predictions [28]. The following equation is like Eq. 

(4): 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ⁡
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(4) 

3) RECALL 

Recall is a metric that calculates the number of 

successful positive predictions [29]. The following equation 

is like Eq. (5): 

𝑟𝑒𝑐𝑎𝑙𝑙 = ⁡
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(5) 

4) F1-SCORE 

F1-Score is an evaluation metric that combines the 

results of precision and recall values [30]. The following 

equation is like Eq. (6): 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2⁡ ×⁡
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛⁡ × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

(6) 

 

 

III. RESULT 

The research used three test scenarios. The first test 

was conducted to optimize hyperparameter tuning with 

GridSearchCV. The GridSearchCV method is part of the 

scikit-learn library that performs validation for more than a 

few models while automatically and systematically 

providing hyperparameters for each model [31]. The 

following is the best hyperparameter tuning of the XGBoost 

method obtained using GridSearchCV can be seen in 

TABLE 2. 

 
TABLE 2. Hyperparameter GridSearchCV 

 

Hyperparameter Hyperparameter 

Value 

Best 

Hyperpa

rameter 

Value 

Description 

Max_depth 5, 6, 7 6 Organize into 

max. decision 

trees. 

min_child_weight 1, 2, 3 1 Determine the 

min. number 

of samples in 

each branch 

of the 

decision tree. 

n_estimator 200, 300, 400 50 Determine the 

number of 

decision trees 

in the model. 

Learning_rate  0.01, 0.05, 0.1 0.1 Measures the 

relative 

contribution 

of the model 

to the next 

model at each 

iteration. 

Colsample_bytree 0.7, 0.8, 0.9 0.7 Controls the 

fraction of 

features used 

in each 

iteration when 

building the 

tree. 

http://ijeeemi.poltekkesdepkes-sby.ac.id/index.php/ijeeemi
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subsample 0.7, 0.8, 0.9 0.9 Controls the 

fraction of 

training data 

used in each 

iteration. 

 

The results of the XGBoost method with GridSearchCV 

parameter settings show an accuracy of 0.75 or 75%, which 

will be displayed in the form of a classification report on 

TABLE 3. 

 
TABLE 3. Classification Report with GridSearch CV 

 

Model  Accuracy Precision Recall F1-Scrore 

 0  0.79 0.84 0.82 

XGBoost 1 0.75 0.64 0.56 0.60 

 

 The second test was conducted to perform 

hyperparameter tuning optimization with 

RandomSearchCV. Parameter search using 

RandomizedSearchCV involves randomly combining 

elements from a predefined parameter space [32]. This 

approach allows for a more thorough exploration of the 

parameter space and helps find effective solutions to 

optimize the parameters of the XGBoost algorithm. The 

following is the best hyperparameter tuning of the XGBoost 

method obtained using RandomizedSearchCV can be seen in 

TABLE 4. 

 
TABLE 4. Hyperparameter RandomSearchCV 

 

Hyperparameter Hyperparameter 

Value 

Best 

Hyperparameter 

Value 

Max_depth 5, 6, 7 5 

Min_child_wight 1, 2, 3 1 

N_estimator 200, 300, 400 300 

Learning_rate 0.01, 0.05, 0.1 0.01 

Colsample_bytree 0.7, 0.8, 0.9 0.8 

subsample 0.7, 0.8, 0.9 0.7 

 

The results of the XGBoost method with RandomSearchCV 

parameter tuning show an accuracy of 0.73 or 73%, which 

will be displayed in the form of a classification report.on 

TABLE 5. 

 
TABLE 5. Classification Report with RandomSearchCV 

 

Model  Accuracy Precision Recall F1-Score 

 

XGBoost 

0  0.79 0.81 0.80 

1 0.73 0.60 0.58 0.59 

 

In the third scenario, it was carried out to observe 

the effect of using data resampling using SMOTE on the 

classification of diabetes detection using the XGBoost 

method which had previously been optimized using 

GridSearchCV and RandomSearch. The following are the 

results obtained after resampling the data, which are shown 

in TABLE 6. 

 

TABLE 6. Results using Data Resampling 
 

Model GridSearchCV  

After  

Resampling 

RandomSearchCV  

After  

Resampling 

XGBoost 0.85 0.83 

 
Based on TABLE 6, the results of using data 

resampling on GridSearchCV show that the accuracy reaches 

0.85 or 85%, while on RandomSearchCV the accuracy 

reaches 0.83 or 83%. The following is a comparison of the 

results obtained before and after resampling data on 

GridSearchCV and RandomSearchCV, which is shown in 

FIGURE 4. 

 

FIGURE 4. Difference in XGBoost result with Hyperparameter Tuning 
Before and After Resampling 

In FIGURE 4, the difference in results before and 

after the application of data resampling is shown. Before data 

resampling was applied, GridSearchCV reached 75%, while 

after application, it reached 85%. Meanwhile, 

RandomSearchCV reached 73% before data resampling was 

applied, but after application, it reached 83% accuracy. 

IV. DISCUSSION 

The results of this study show that the application 

of parameter optimization through GridSearchCV and 

RandomSearchCV in the XGBoost method can affect the 

performance of the diabetes classification model. Based on 

the experimental results, it can be seen that the use of 

GridSearchCV produces an accuracy rate of 75%, while 

RandomSearchCV produces an accuracy rate of 73%. 

Although this difference is not significant, GridSearchCV 

tends to provide slightly superior performance in finding the 

best parameters for the XGBoost model. 

http://ijeeemi.poltekkesdepkes-sby.ac.id/index.php/ijeeemi
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Furthermore, the effect of data resampling on 

improving model performance shows a significant 

improvement. After applying data resampling, the model 

accuracy increased to 85% for GridSearchCV and 83% for 

RandomSearchCV, indicating that the application of data 

resampling using SMOTE effectively improves the model's 

ability to classify diabetes cases. Based on the visualization 

in FIGURE 4, the improvement after the application of data 

resampling is quite high, with a difference of 10% in 

GridSearchCV (previously reached 75%) and 10% in 

RandomSearchCV (previously reached 73%). The results of 

the combination of hyperparameter tuning optimization and 

data resampling can be an effective strategy in overcoming 

class imbalance and improving prediction accuracy on 

datasets that have unbalanced class distributions, such as in 

this diabetes disease detection case. 

In the previous study, diabetes detection analysis 

was conducted using the Logistic Regression machine 

learning algorithm. Initially, the accuracy obtained was 77%, 

but increased to 82% after hyperparameter tuning using 

GridSearchCV. In contrast to the current study, where the 

highest accuracy was obtained using the XGBoost method 

which has gone through GridSearchCV hyperparameter 

tuning and applied data resampling, with accuracy reaching 

85%. Before resampling, the accuracy obtained was 75%. 

The following comparison between previous research and 

current research will be shown in FIGURE 5. 

 

FIGURE 5. Comparison of Previous Research Result and Current Result 

V. CONCLUSION 

Based on the research conducted using the 

XGBoost method to detect diabetes, it can be concluded that 

the approach using Extreme Gradient Boosting (XGBoost) 

shows satisfactory performance in the detection of the 

disease. The results show that XGBoost displays good 

accuracy in classifying diabetic disease datasets. This 

research involved three testing scenarios that resulted in the 

comparison of different results. In the first scenario, tests 

were conducted to optimize the hyperparameters using 

GridSearchCV to find the best combination of parameters 

that significantly improved model performance. Evaluation 

of the model performance showed that the accuracy of 

XGBoost reached 75%. In the second scenario, tests were 

conducted to optimize hyperparameters using 

RandomSearchCV with the aim of finding the best 

parameters by performing random combinations of the 

selected hyperparameters to train the model. Evaluation of 

the model performance showed an increase in XGBoost 

accuracy to 73%. In the third scenario, tests were conducted 

to evaluate the use of data resampling in diabetes detection 

classification using the XGBoost method that has been 

optimized with GridSearchCV and RandomSearchCV. The 

evaluation results showed an increase in XGBoost accuracy 

to 85% from the previous 75%. Meanwhile, XGBoost that 

has been optimized with RandomSearchCV achieved 83% 

accuracy from the previous 73%. 

From the three test scenarios, it can be concluded 

that the XGBoost method with GridSearchCV optimization 

shows the highest accuracy, and the use of data resampling 

further improves the performance of the model. In addition, 

the application of data resampling significantly improves the 

performance of the XGBoost model in detecting diabetes. 

As for the limitations and weaknesses of this study, 

although there is a significant improvement in accuracy in 

comparison with previous studies using Logistic Regression 

after implementing GridSearchCV, the difference may be 

due to other factors such as variations in the features used. 

Although the improvement in accuracy shows positive 

results, further evaluation regarding the generalization of the 

model to new unknown datasets is still needed. Therefore, it 

is important to ensure that the developed model can be 

effectively implemented in real-world situations for diabetes 

detection. 
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