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Abstract. g)ﬁware Defined Network (SDN) has been widely utilized for resolving the traditional network problems by
separating the controland forwarding mechanism. However, the implementation of centralized network management is
vulnerable to a single point of failure leading to a comprehensive problem such as., unreachable network. Therefore, this
paper proposes an analysis of the failover approach on high availability controller, performed by utilizing Heartbeat and
DRBD (Distributed Replication Block Device), with the main objectives of directing the management process into the
secondary controller, during the occurrence of a crash on the main controller. The data replication process was performed by
the DRBD in real-time. The experiment’s results indicate that RYU gains the shortest failover and failback time at 1.3 s than
the other controllers (POX and OpenDaylight). In terms of the Quality of Service (QoS), RYU also maintains the jitter,
throughput, and packet loss variables which is better than POX and OpenDaylight.

INTRODUCTION

Software Defmed Network (SDN) contains a network architecture concept to design, manage, and implement a
computer network by separating the control and forwarding plane, controlled through one controller application [1].
SDN aims to increase network availability, sinflify the network management process, reduce network costs, and
develop net- work innovdEbn [2]. In addition, SDN controller is responsible for managing the flow of data on the
whole network includifi§: Beacon, Onix, ONOS, OpenDayLight, Open Contrail, Ryu, POX, and Floodlight [3]. One of
the protocols used for the communication between the forwarding device and the controller is the OpenFlow protocol,
providing a standard for the controller to command, learn, and create a specific command for the dataplane devices.

However, the SDN concept is deemed vulnerable to single-point failure, probably degrading the network
performance oreven experiencing an unreachable state. The general example includes where one of the controllers in
the SDN experiences down or inactivity hindering proper connection to overcome this problem, it is thus essential to
have a system which could handle it, which is the High Availability maintaining services or applications running and
can recover from component or system failures with a minimum application termination impact. One type of High
Availability concept is failover availability, employing the two servers: the primary server and the backup server with
identical data on each server. When the system with this concept usually runs, only thJnain server is in charge of
serving all users. However, whenthe main servef{s§ down and the backup server detects it, the backup server will replace
the function of the main server. Therefore, the failover mechanism provides two or more connection lines when one
path is down by diverting tothe other. Prior related studies have attempted to investigate the failover possibility in SDN
[1-6]. Paper in [1] proposed adynamic failover mechanism utilizing network hypervisor of OpenVirtex, which mainly
discussed the link backup processduring the link failure event. This paper however did not concern about the controller
crash event. The second paper [2] presented FCF-M method for handling multi-domain failures, deployed in EstiNet.
The authors in [3] implemented Heartbeat to perform a failover mechanism using NOX13oflib controller in High
Availability Controller Architecture (HAC). The results indicated that the HAC could maintain the performance,
despite numerous link stress. Paper [4] introduced a comprehensive, fast recovery of link failure using a backup path
for resolving data and control channels. The authors further installed backup paths on the group table in the OpenFlow
switch to maintain data channel recovery and proposed Control Plane Spanning Tree (CST) to retain and restore
controller state to the affected switch. Paper in [5] utilized Heartbeat as media for developing the Fast and Load-aware
Controller Failover (FLCF) emulated in EstiNet using OpenDaylight controller. The authors in [6] presented the two
methods, including the Greedy failover and the Prepartitioning failover. The system was emulated in Mininet using
Heartbeat, suggesting sending more LLDP messages to reduce the processing time.

Based on the previous related works, this paper was directed to analyze several controller performances,
including-
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ing RYU, POX, and OpenDaylight, for implementing the failover and failback process, contributing the
comparative analysis using both Heartbeat and DRBD.

RESEARCH METHOD

The research was conducted using the emulation method in Mininet [7] environment. In general, the failover
process was directly handled by the Heartbeat [8] when the main controller was down/crash, allowing the Heartbeat
to automatically directffff main controller role to the backup controller. In addition, DRBD [9] performed a
comprehensive backup from the main controller to the real-time backup controller on the SDN environment using
the Python application installed in the controller. The emulation topology is depicted in Figure 1.

Rephcanon.fShareﬂ Storage

c1 Sl e Q
(Primary) (Backup)

192.168.142.110 192.168.142.111

Local Storage \ ( Local Storage

| Floating IP/High Availability 1P |

191 168.142.115

H1 - H6: 10.0.0.1 - 10.0.0.6

FIGURE 1. Emulation’s topology

The SDN infrastructure implemented on Mininet utilized a simple topology where there were two controllers (C1
andC2), including the main controller and the backup controller, three switches (S1, S2, and S3), six hosts (H1-H6),
with their respective functions. The controller was in charge of controlling the network and specifying the
forwarding mechanism to the switch. The controllers deployed in this research were RYU [10], POX [11], and
OpenDaylight [12]. Switch (Open Virtual Switch/OvS [13]) served to perform forwarding functions based on the
Flowrule, set by the controller. The host was utilized to test network performance by sending the data. OpenFlow
was deployed to connect between the control layer and the forwarding layer.

In terms of the failover procedure, the three types of VM (Virtual Machine) controllers include, including the
primary controller VM (C1), the backup controller VM (C2), and the Mininet VM (OvS and the Hosts). Generally,
the DRBD would provide a real-time data synchronization process on an identical disk partition for storing the
primary data, duplicated in a replication disk. The failover and failback procedure were handled by Heartbeat, where
the Mininet VM could directly access the controller through the Floating IP/High Availability IP (192.168.142.115).
When the Heartbeat detected the primary controller in a downstate, it would automatically execute the failover
procedure by performing the resource takeover from the replication disk located on the main controller.

Meanwhile, the secondary/backup controller would automatically deploy the failback procedure specified on the
Heartbeat configuration. The Mininet VM would also redirect its connection to the backup controller through
Floating IP. Subsequently, the backup controller operated as the new primary controller while the primary controller
woffll reboot and functioned as the new backup controller.

In order to analyze the impact of the failover and the failback process on several types of controllers (RYU,
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POX, and OpenDaylight), some variables were calculated, including the required time to perform the failover and
failback, the jitter, packet loss, and throughput. The calculation process for acquiring the failover and failback was
derived from the log of the active controller. At the same time, the QoS variables were extracted from Wireshark
and Iperf during normal packet transmission between Host | and Host 3 as a client.

RESULTS AND DISCUSSION

The experiment’s results are categorized into two main variables, which include: the time for performing both
the failover and failback and the QoS during the specified processes. As illustrated in Table I, the average time
extracted from RYU pointed at 1.3 s. RYU demonstrated the fastest controller to implement the failover and
failback, followed by OpenDaylili and POX, respectively. This result might occur since the program complexity
and modularity in RYU was less than the other controllers. In terms of the QoS calculation, the experiment was
executed by employing the Iperf application by sending packets from H3 that functioned as a client.

TABLE 1. The average time of the failover and failback process in s

Number of Experiment RYU POX OpenDaylight

1 1 24 2

2 2 33 1

3 1 14 2

- 1 28 1

5 1 10 2

6 2 29 1

7 1 27 2

8 1 26 1

9 2 28 1

10 1 14 2
Total 13 233 15
Average 1.3 233 1.5

Meanwhile, HI was pointed as a URgEserver that would send UDP traffic for 200 seconds. The results
indicated similar pattern for QoS variables, illustrated in Table 2, Table 3, and Table 4. The average throughput,
jitter, and packet loss values were directly proportional to the time value for deploying the failover and failback.

TABLE 2. The average of throughput in kbps

Number of Experiment RYU POX OpenDaylight

1 943 491 328

2 549 890 549

3 1051 855 335

- 1052 571 868

5 1052 760 929

6 1051 115 931

7 1051 194 442

8 544 769 404

9 985 907 1017

10 1051 636 414
Total 9329 6188 6217
Average 932.9 618.8 621.7

Since the processing delay occurred during the mentioned processes might affect the communication between
regular clients, therefore RYU has gained the best performance than the other controllers. The average throughput,
jitter, and packet loss produced by the RYU failover process were 932.9 kbps, 0.02 ms and 0.3 %. It was thus
possible to implement a failover process for handling the crash event in the SDN environment.

030016-3




TABLE 3. The average of jitter in ms

Number of Experiment RYU POX OpenDaylight
1 0.139 0.009 328
2 0.009 0.008 549
3 0.006 0.016 335
4 0.017 0.009 868
5 0.005 0.007 929
6 0.011 0.011 931
7 0.008 0.007 442
8 0.011 0.005 404
9 0.01 0.008 1017
10 0.008 0.012 414
Total 0.224 0.092 6217
Average 0.0224 0.0092 621.7
TABLE 4. The average of packet loss in percentage
Number of Experiment RYU POX OpenDaylight
1 0.27 16.4 0.32
2 0.31 9.3 0.33
3 0.3 6.7 0.31
4 0.24 8.7 0.34
5 032 4.6 0.3
6 0.37 14 0.31
7 0.31 13 0.32
8 0.26 15 0.31
9 0.34 14 0.31
10 0.3 9.7 0.42
Total 3.02 111.4 3.27
Average 0.302 11.14 0.327
CONCLUSION

Based on the results and discussion section, this study concluded that the most responsive controller for
performing both the failover and failback processes was RYU, confirming that RYU could maintain the
performance during the crash and reboot event. This mechanism might be obtained because RYU provided less
modularity on its component. Future research is encouraged to combine the load balancing using the failover
mechanismin supporting the distributed alications in the SDN environment.
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