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Abstract: Imbalanced data is common and presents significant challenge towards classification of data. In this research, 

we present a combination of two techniques used for handling class imbalance in datasets, SMOTE (Synthetic Minority 

Over-sampling Technique) and Tomek Links. Each strategy handles the class imbalance problem in a unique way, and 

their combination attempts to create a more balanced and cleaner dataset for training machine learning models to handle 

binary classification by addressing problematic or difficult-to-classify data. Machine learning classifiers used in this 

study are K-Nearest Neighbour (KNN), Support Vector Machine (SVM), Logistic Regression, Decision Tree (DT), 

Random Forest (RF), Gradient Boosting, Extreme Gradient Boosting (XGBoost), Light Gradient Boosting (LGBM), 

AdaBoost and Catboost. It has been discovered that the mean F1 score for resampled datasets provides more trustworthy 

results for forecasting floods.  
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1. INTRODUCTION  

Floods are one of the world's deadliest natural disasters 

and they are almost certain to occur on a recurrent basis 

if preventive measures are not taken. When water 

overflows across generally dry terrain, it causes a flood, 

which may result casualties or fatalities as well as cause 

significant damage to infrastructures and personal assets 

in the disaster region [1]. Machine learning (ML) 

techniques are commonly used for forecasting [2]. 

Imbalanced data has several applications in real life, this 

includes handling high-speed rail fault diagnostics [3], 

fraud, Information Security and Data Mining. The 

difficulty arises when the number of instances of one 

class exceeds that of another creating an imbalance. 

Using an effective technique is crucial for tackling binary 

classification imbalance issue. 

 

One typical method for addressing this imbalance dataset 

problem is to either oversample the minority class or 

undersample the dominant class. These techniques, 

however, have their own flaws. The vanilla oversampling 

approach duplicates some random instances from the 

minority class therefore this strategy adds no additional 

information to the data. On the contrary, the 

undersampling approach is used to eliminate certain 

random samples from the majority class while also 

eliminating some information from the original data [4]. 

In this study a technique is used to handle this difficulty, 

a technique has been proposed that is Synthetic Minority 

Oversampling Technique – Tomek links (SMOTE-

Tomek Links).  
 

2. LITERATURE REVIEW 

A prevalent issue in classification tasks is data imbalance, 

which poses a barrier to the majority of traditional 

machine learning algorithms in terms of precisely 

predicting the target class [5]. In classification situations 

where the distribution of instances in the classes is 

skewed one way over the other, imbalanced data presents 

a challenge. As per Fig. 1, the majority class has far more 

samples, whereas a minority class has far less. The 

majority-minority class ratio might be 100:1 to 1000:1 or 

more, indicating that majority class instances outnumber 

minority class instances [6].  

Categorization should be able to be done by classifiers of 

Machine Learning (ML) without bias, unfortunately this 

may not be the case for imbalanced data. For desirable 

outcome, it is preferable to feed the Machine Learning 

algorithm with balanced data. It is also critical to 

investigate the various performance assessment measures 

for binary classification issues, to avoid being misled by 

better classification accuracy. 

Fig. 1. Scatter Plot of Imbalanced flood data in Binary 

2.1 Data Level Approach 

Resampling strategies can be broadly classified into three 

categories, hybrid methods, oversampling, and 

undersampling. Preprocessing techniques are used in the 

data-level approach to balance the unbalanced datasets 

on training data. Data-centric approaches also refer to the 

methods utilized in preprocessing stages to balance the 

unbalanced data in order to provide balanced training 

data and reduce the imbalance ratio between classes, 

these preprocessing techniques operate directly on the 

complete dataset [7]. 
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Fig. 2. Imbalanced Data Handling Level  

 

2.2 Resampling 

Issue with class Imbalance occurs when the number of 

samples for one class is much greater than other classes. 

The three characteristic of class imbalance are small 

disjunct, overlapping, and small sample size [8]. 

Resampling can help address the problems caused by 

unbalanced data. The process of adjusting the number of 

occurrences in the majority and minority classes to create 

balanced data is called resampling. Various resampling 

approaches, such as under sampling, oversampling, and 

hybrid methods, have been presented and are still in use 

today [9][10][11]. Using resampling approaches to 

balance the percentage of majority and minority samples 

in the training data is one of the most crucial strategies. 

In general, the data level approach uses two resampling 

techniques: under sampling and oversampling. The steps 

for resampling datasets are shown in Fig. 3. 

Fig. 3. Resampling technique flow for Imbalanced Data  

 

2.3 Oversampling 

Samples from the minority class are oversampled to 

balance them out with samples from the majority class. 

One of the most popular methods is simple random 

oversampling, which creates random samples from the 

majority class to correspond with the minority class. The 

primary concern regarding the oversampling strategy is 

that it does not supplement the dataset with fresh 

instances or information, potentially leading to 

overfitting of the classifiers [12]. 

2.4 Feature Selection 

In data mining, feature selection has always been crucial. 

Typically, it entails a combination of search, calculation 

of the utility of the qualities, and assessment in relation 

to a certain learning scheme [13]. Because of two factors, 

feature selection is crucial for classification in high-

dimensional datasets: first, some classification rules 

cannot be obtained if there are more features than 

samples; second, removing features with little variability 

across samples can enhance classification performance 

[14]. Furthermore, by expediting the learning process and 

enhancing the mode's capacity for generalization, feature 

selection can enhance the effectiveness of the 

classification algorithm even more [15]. Numerous 

feature selection techniques exist, they are broadly 

classified into three groups: filter techniques, wrapper 

techniques, and embedding techniques. 

 

3. METHODOLOGY 

This section covers the flood dataset description, the 

preparation methods for the data, and the learning 

techniques that were employed in the experiments. 

 

3.1 Dataset Description 

The information utilized in this study was gathered over 

a 10-year period by the Department of Irrigation and 

Drainage Malaysia and the Malaysian Metrological 

Department. The basic dataset consists of 3239 rows and 

7 characteristics. This dataset is majorly skewed since the 

number of floodings classified as 1 in binary is 10, 

whereas 0 corresponds to non-flooding is 3229 (see 

Fig.1). This means that the minority class make up only 

0.3% while the majority class make up to 99.7%. As a 

result, this dataset must be balanced before being fed into 

the Machine Learning classifier, as a balanced dataset is 

required for a classifier to make an accurate prediction. 

3.2 SMOTE-Tomek link 

Data preprocessing is an important stage in the machine 

learning pipeline since raw data may contain missing 

values and irrelevant variables. In this study, the data are 

encoded, since the optimal model is produced by the 

machine learning classifier using numerical values. The 

next stage is to use MinMaxScaler (MM) to scale all the 

numerical values. The MM approach is used to translate 

features into a specified range often 0, 1. Equation 1 

represents how the values of a feature are scaled, where 

a, b is the range in which the data must be scaled [16]. 
 

                             𝑥(𝑠𝑐𝑎𝑙𝑒𝑑) =  
𝑥 −  𝑎

𝑏 − 𝑎
                     (1)       

 

The dataset is divided into test and training sets using an 

80-20 percent distribution afterwards. Synthetic Minority 

Oversampling Technique (SMOTE) intends to modify 

the classifier learning bias toward the minority class by 

producing an arbitrary number of artificial minority class 

data through interpolation. The fundamental concept is to 

locate K-nearest neighbors, defined as the K elements 

belonging to the minority class for each minority class 

sample xi, and then randomly choose one of these 

neighbors. Using interpolation theory, we may produce a 

new sample xnew as per equation 2 [17]. 

 

          𝑥𝑛𝑒𝑤 =  𝑥𝑖 + (�̂�𝑖  −  𝑥𝑖) × 𝛿           (2)   
 

Ivan Tomek introduced the idea of Tomek connections, a 

method for cleaning data. Tomek Links finds pairs of 

instances from the closest opposing classes [18]. A pair 

of neighbours separated by a minimal Euclidian distance 

is called a Tomek connection. (xi, xj) with xi being a 

member of the minority group and xj the majority class, 

d(xi, xj) signify the distance in Euclidian. In the event that 

no sample xk exists fulfils the subsequent requirement: 

d(xi, xk) < d(xi, xj) or d(xj, xk)< d(xi, xj), the pair of (xi, xj) 

is a Tomek link [17]. 
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To address the issue of imbalanced data, in this article 

combination preprocessing strategy is used, SMOTE 

with Tomek connections. Tomek linkages were 

successfully used as a data cleaning strategy to eliminate 

samples produced by the SMOTE method that were close 

to the classification border. It is simple to determine the 

border between various classes by combining the Tomek 

connections technique. 

 

3.3 Machine Learning (ML) Classifiers 

One of the most often used methods for analysis is 

machine learning (ML), which enables computational 

models made up of several processing layers to learn 

representations of data with various levels of abstraction 

[19]. Large amounts of data may be processed fast and 

effectively by machine learning algorithms, allowing for 

the investigation of complex correlations and patterns 

[20]. This study uses multiple ML Classifiers, these are 

K-Nearest Neighbor (KNN), Support Vector Classifier 

(SVC), Logistic Regression, Decision Tree (DT), 

Random Forest (RF), Gradient Boosting (GB), Extreme 

Gradient Boosting (XGB), Light Gradient Boosting 

(LGB), AdaBoost and Catboost. 

 

A non-parametric instance-based classifier is the KNN 

classifier [21]. It is a lazy learning technique that just 

saves all of the samples in the training set rather than 

learning from them [22]. The training step requires these 

saved values. The nearest neighbour estimate serves as 

the foundation for this approach. The distance metric, 

which is a similarity measure, is used to categorize the 

new cases. The most widely used measure is Euclidean 

distance. Finding the closest neighbour in a big training 

set takes a lot of time, which is a drawback of the KNN 

classifier. 

 

SVM is a conventional machine learning model that is 

used in regression and classification. It is a component of 

the Supervised ML methodology. To classify the new 

data points, the SVM classifier separates the data by 

fitting an ideal line, or decision boundary, in the n-

dimensional space. This decision boundary is known as 

the hyperplane [23][24]. Logistic Regression is a 

traditional machine learning classifier from the 

Supervised ML technique that is applied to classification 

problems. Using several independent attributes to predict 

the target attribute is the basic objective of logistic 

regression; the result can be either discrete or categorical 

[23][25]. 

 

The fundamental tenet of the decision tree, a traditional 

machine learning technique, is that comparable inputs 

lead to similar results. By evaluating the choices made 

for the various sample attributes and placing the samples 

in the next leaf node, decision-making using tree results 

aims to classify or regress the samples with the same 

attributes. The process of classifying data using a set of 

rules is called a decision tree. It offers a methodical 

methodology to determine which ideals will be attained 

in what circumstances. Decision trees come in two 

varieties: regression trees for continuous variables and 

classification trees for discrete variables [26]. 

 

Another technique for supervised classification is the 

Random Forest algorithm. It selects a random value and 

offers multiple options. It yields exact outcomes. The 

Random Forest system makes use of the Gini and 

Entropy properties. This feature is utilized in a decision 

tree to select the optimal branch [27]. Gradient Boosting 

is a member of the Gradient Boosting Decision Trees 

class, which creates a set of dependent predictors by 

integrating several trees [28]. A scalable end-to-end tree 

boosting technique known as Extreme Gradient Boost is 

frequently used in data mining competitions [29]. 

LightGBM is a Gradient Boosting Decision Tree-based 

algorithm that divides the tree into leaves [30]. Unlike the 

traditional Gradient Boosting Decision Tree, the fraction 

of data instances for each feature is lowered dramatically 

during information gain estimate. 

 

The Adaboost method is an iterative process that creates 

a powerful Bayesian classifier by combining many weak 

classifiers. Using the unweighted training sample data, 

the Adaboost builds a weak classifier to provide class 

labels. The weight assigned to a training data item that 

has been wrongly classified is called training [31]. 

Gradient boosting on decision trees is used in CatBoost, 

an efficient classification method that manages 

categorical features in data [32]. It uses statistical 

techniques to handle categorical data automatically, 

while other systems require the categorical data to be pre-

suited.  

 

3.4 Evaluation Metrics 

Evaluation metrics play a critical role in both evaluating 

the classification performance and refining the classifier 

modeling. As per the sources [3][33], the classification 

performance of unbalanced data may be evaluated using 

many assessment measures. Merely depending on 

accuracy in cases of extreme dataset skewness is 

misleading, as the model can attain high accuracy by 

learning from the majority class alone. Investigating the 

many performance evaluation measures is crucial to 

categorize the unbalanced data. The many performance 

assessment measures for classification problems are 

discussed in the context of unbalanced classification in 

this section. 

 

The Confusion matrix [34], sometimes referred to as the 

Error matrix, is a helpful and straightforward statistic to 

utilize when working with classification issues. In a 

confusion matrix, which is a matrix table with rows and 

columns, there are four quadrants that each reflect the 

results of a single data point. For most binary 

classification tasks, metrics used in performance 

evaluation are computed using two or more quadrants of 

the confusion matrix. 
 

The following is a description of each confusion matrix 

quadrant: True Positive (TP) quadrant represents the 

samples that are correctly predicted to be positive, 

meaning they are true. The samples that are supposed to 

be negative and are in fact true (predicted to decline and 

it is true) are shown in the True Negative (TN) quadrant. 

The False Positive (FP) quadrant, sometimes referred to 

as Type-1 error, shows samples that are projected to be 

positive but are false (i.e., predicted to continue but are 

false). The False Negative (FN) quadrant, sometimes 

referred to as the Type-2 Error, shows samples that are 

anticipated to be negative but are false (i.e., they are 

supposed to decrease). 

 

The degree to which a classifier can correctly anticipate 

the classes is measured by its accuracy. It is also the most 
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popular assessment metric for classification tasks, 

however since a machine learning classifier is more 

likely to learn from the majority class, it should be 

avoided, especially when dealing with imbalanced 

datasets. This formula can be used to determine the 

accuracy [35]: 

 

             𝐴 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
            (3)   

 
The precision measure shows the number of relevant 

samples that are included in the projected samples, so 

revealing the mistakes made in labelling a sample as 

correct when it is not. The ratio of TP to the total number 

of samples in the positive class is shown. The following 

is how it is expressed mathematically [36]: 

 

                                  𝑃 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                    (4)            

 

Recall quantifies how well the positive class was 

anticipated. The ratio of TP samples to all genuinely 

positive samples is known as the TP Rate, or sensitivity. 

The following is how it is expressed mathematically [36]: 

 

                                  𝑅 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                     (5)              

 

Essentially, the F1-Score is the harmonic mean of recall 

and precision. When recall or precision are both 

comparatively low, the F1-Score score is low. It is shown 

as follows [35]: 

 

                 𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2 × 𝑃 × 𝑅

𝑃 + 𝑅
            (6)     

 

4.  RESULT AND DISCUSSION 

Results are acquired against the performance evaluation 

metrics, namely Accuracy, Precision, Recall, F1-Score, 

listed in equations (3), (4), (5) and (6). Results of Before 

and after applying the SMOTE-Tomek link technique are 

displayed in Tables 1 and 2. As an initial comparison, we 

constructed a model without resampling, as indicated in 

Table 1 and Fig. 4, prior to resampling the data. Table 1's 

results demonstrate how terrible the model is and how 

often it predicts false positives as positives. Therefore, 

although having high accuracy and mean recall, 

decreased precision still results in a very low mean F1 

score as the harmonic mean of recall and precision is the 

F1 score. A low F1 score means that precision is poor 

even with a strong recall as the percentage of genuine 

positives among all the model's positive predictions is 

known as precision. 

 

Since the classifier is learning from the majority class, 

high accuracy occurs when the dataset's data distribution 

is disproportionate, this phenomenon is also known as the 

accuracy paradox. Resampling techniques are employed 

to solve this problem. Using nine classifiers, we 

evaluated the classification performance of the combined 

SMOTE-Tomek link algorithm to demonstrate the 

impact of the combined preprocessing technique, 

experiments are conducted. 

 
The resampled data results are shown in Table.2 and Fig. 

5. The resampling step utilising combined SMOTE and 

Tomek connections approach assessment metrics had an 

improvement on the mean precision, mean recall, 

accuracy, and especially mean F1-score which can be 

clearly seen in Mean F1 score bar chart Fig.4 and Fig.5. 

This can be seen in all classifiers result after being 

resampled. The assessment measures that are clearly 

improved come from distinct classifiers. The method of 

merging SMOTE and Tomek linkages performs better 

across a range of classifiers, indicating that the combined 

method can be used to diverse environments including 

data and classifiers. 
 

The findings demonstrated that evaluation measures 

utilizing both SMOTE and Tomek connections together 

are significantly better than evaluation metrics without 

any preprocessing, which is thought to be a good 

preprocessing technique in some recent literature [37]. 

 

Table 1. Imbalanced data result 
Classifier Mean 

Accuracy 

Mean 

Precision 

Mean 

Recall 

Mean 

F1 

KNN 0.9892 0.5840 0.8700 0.2500 

SVM 0.9985 0.7807 0.8123 0.5833 

LogReg 0.9985 0.7807 0.8123 0.5833 

DT 0.9985 0.8434 0.8764 0.5000 

RF 0.9985 0.7807 0.8123 0.4583 

GB 0.9981 0.7703 0.8121 0.5625 

XGB 0.9977 0.8019 0.9365 0.6875 

LGB 0.9977 0.8019 0.9365 0.6875 

AdaBoost 0.9965 0.7847 0.8316 0.5972 

CatBoost 0.9977 0.8019 0.9365 0.6875 

 

Table 2. Resampled data result 
Classifier Mean 

Accuracy 

Mean 

Precision 

Mean 

Recall 

Mean 

F1 

KNN 0.9977 0.6238 0.6250 0.2732 

SVM 0.9985 0.8644 0.9369 0.7708 

LogReg 0.9965 0.8021 0.9983 0.7083 

DT 0.9981 0.7494 0.8121 0.5416 

RF 0.9977 0.7704 0.8742 0.6041 

GB 0.9981 0.7807 0.8121 0.5833 

XGB 0.9981 0.8331 0.9367 0.7291 

LGB 0.9975 0.8300 0.9315 0.7083 

AdaBoost 0.9981 0.8017 0.8744 0.6458 

CatBoost 0.9981 0.8331 0.9367 0.7291 

 

  

Fig. 4. Imbalanced Data mean F1 score Bar chart. 
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Fig. 5. Resampled Data mean F1 score Bar chart. 

5. CONCLUSION 

One of the problems with flood forecasting is high data 

imbalance, and it can be difficult to anticipate the dropout 

rate with machine learning systems. This paper discusses 

the challenges of applying machine learning algorithms 

to highly skewed data and the significance of researching 

performance evaluation metrics other than accuracy for 

binary classification. This is because a skewed dataset 

may make it difficult to determine the trained model's 

accuracy and the process of resampling aids in the 

creation of a balanced dataset, which improves 

classification performance. 
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