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Abstract. COVID-19 is acknowledged as a transmitted from one person to another th
sneezing. Twitter has served as one of the media outlets to raise awareness regarding C

tact, coughing, and

information. One notable method includes sentiment analysis, expressing a €, sitive
feelings. A total of 5200 datasets were employed, with 4000 datasets class sets as ne e, and
t Frequency) word
dels of: Gaussian,
ing Naive Bayes,

weighting strategy are proposed to model the COVID-19 vaccine dataset
Multinomial, and TF-IDF (Term Frequency — Inverse Document Frequenc

COVID-19 (Coronavirus Disease 2019) has b vledged as a disease due to a new type of
coronavirus, which is Sars-CoV-2, trans oplet contact (coughing and sneezing).
According to data from the COVID-19 T

19[1]. Inform i ination has proliferated through one of the popular media platforms
such as twi to 140 characters or commonly called twit or chirp[2]. Opinion
broad range of thoughts in the community including both the

ssifying: negative, positive or neutral presentation [5].
ch employing machine learning has been conducted in recent years [6]-[9] and has been
10]-[17]. The Naive Bayes method produces better results than those in the Support Vector
t Neighbors (KNN) and Conditional Random Field (CRF) for the sentiment analysis
method includes both the number of occurrences of words such as BOW (Bag Of
Word) and the examinati ortant and unimportant words from the document [20].

There are several studies have been previously conducted to analyze public sentiment towards the COVID-
19 tweet pandemic, one of which was research informing in this study that Indonesian people tend to demonstrate
positive response to vaccination discourse by 30% and negative response by 26% towards the vaccination employing
the Latent Dirichlet Allocation (LDA) method[1]. In accordance with Deden Ade et al.'s research on vaccine sentiment
analysis (using Sinovac and Pfizer vaccine data), it is reported that views about vaccines classify the three
presentations of: positive, neutral and positive; with Sinovac's results of 77% indicating positive vaccine tweets, 4%
indicating neutral, 19% indicating negative. Meanwhile, Pfizer produces an accuracy of 81% positive views, 17%
negative views and 3% neutral views [21]. Research on vaccines has been conducted by employing Naive Bayes and
SVM to navigate the public's views on vaccination actions. More specifically in this study, the analyzed vaccines
include red, white vaccines and Sinovac vaccines with an average accuracy of 85.59% for Naive Bayes and 84.41%
for SVM[3]. Research [19] utilizes the Naive Bayes method by adding bag of words as word weighting, generating

applied to variou
Machine (SVM),
category [18][19]. Th
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an accuracy of 94% compared to using an ensemble feature with an accuracy of 88%. In line with previous research
using the Naive Bayes method with an accuracy of 80.90% compared to the KNN method of 73.34% and SVM of
63.99% [22]. On research [23] using the Naive Bayes method and combining it with GA (Genetic Algorithm)
produces a good accuracy of 87.50%. Method [24] produces a significant accuracy compared to KNN equal to 84.16%.
This study utilizes the TF-IDF word weighting method demonstrating better results than that in BOW [20][25].

Based on the aforementioned research, the researchers in this study utilize the Naive Bayes method with 3 models
of: Gaussian, Multinomial, Bernoulli; the results would be further compared to navigate the best model and the
weighting of TF-IDF words along with the twitter regarding COVID-19 vaccine data.

METHODS

as obtained from the
ith 3 classifications,
flow, a data cleaning

This study aims to navigate the accuracy with the best model of Naive Bayes.
Kaggle website with a total data of 5000 data. The data was manually labeled by the
demonstrating negative, neutral and positive views. From figure 1, in the data pre-pr
process was conducted to eliminate unnecessary words or characters, then the to ¢ was employed to
convert sentences into words. After the sentences were separated into words, the data would separated into 2,
including training data and test data. The process of calculating word weigh: BSabC ementing the
TF-IDF method. The next flow is progressed with the classification test pha es method.
In this model, training data is required as learning and testing data for 0 eSS. oW was
concluded by testing the performance of the 3 models (gaussian, multiy
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FIGURE 1. Research Stages
Dataset

The employe
sentiments of each t

twitter vaccine data with a total of 5000 data, manually labeled with the results of the
ich described in table 1.

TABLE 1. Twitter Datasets

Tweets Sentiment

Let's succeed in tH@ vaccination program for a better Indonesia #Vaksin Positive
#indonesiasehat https://t.co/tpSrxZae6g

Vaccination of Health Workers in Surabaya to be Completed soon #news Neutral

#vaccin #surabaya #Indonesia https://t.co/sXeObfZXII

Let's support the national vaccination program, for Indonesia to return to health, Positive
safety and prosperity. #Covid19 #VirusCorona https://t.co/us0OB6ZKADe

After getting the #vaccine #Sinovac for 2 days from my chest to my throat Negative
experienced a burning sensation. https://t.co/dwr6BsCSaB
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TF-IDF

TF-IDF Word Weighting is defined as a technique to assign a weight (value) to a word. There are 3 aspects in
determining the weighting, which include: term frequency (TF), inverse document frequency (IDF), and
normalization. In this study, TF-IDF was employed as a word weighting method. TF-IDF is determined by 2 factors,
as follows:

1. Calculation of the number of occurrences of term j or term frequency with the symboltf; 4
2. Calculation of the number of occurrences of all documents from TF or commonly acknowledged as document
frequencyidf;

The calculation of TF*IDF is formulated in the following Equation 1.

Wea = Wifeq X idf;
Where Wtf; 4 is word weight in each document, tf, ;is number of occurrences
number of documents in the document set, df is number of documents containing te
value, and W, 4 is TF-IDF weighting

(1)
the document, N is
Naive Bayes

Naive Bayes algorithm is described as an algorithm implemented in te ion. idea of Naive
Bayes lies in the combination of word probabilities and the word categgfy {6 i ategories

[26]. This method combines the previous data with new data resulting i i 0 i accuracy
[27]. The calculation of the Naive Bayes method is illustrated in Equat
o1y — PIDPGD ,
R Te 2)

where P(H|X) is probability of hypothesis H based on conditi
H is data with class (label) C, P(H) is probability of hy
is probability of X, based on the conditions on the h;

2ing observed, P(H|X)

Pre-processing Results
Let's succeed in the vaccination program
for a better Indonesia

Vaccmatlon f Hea orkers in Surabaya to be Completed soon
#news #vaccin aya #Indonesia https://t.co/sXeObfZXII

Vaccination of Health Workers in
Surabaya Will Soon Be Completed

Let's support the na
return to health, safet

b vaccination program, for Indonesia to Let's support the national vaccination
prosperity. #Covidl9 #VirusCorona  program, for Indonesia to return to health,

https://t.co/usOB6ZKAD¢ safety and prosperity
TABLE 3. Tokenizing Results
Preprocessing Results Tokenizing Results
Let's succeed in the vaccination program for a better ['let', 'us', 'success', 'kan', 'program', 'vaccination',
Indonesia 'for', 'indonesia', 'which', 'more', 'good’]
Vaccination of Health Workers in Surabaya Will Soon ['Vaccmatlon',’ 'Enefg’y', 'Health‘,"at’, 'Surabaya,
Be Completed Soon', 'Completed']

['Come on’, 'support', 'program’, 'vaccination’,
'national', 'for', 'Indonesia’,
'back’,'healthy','safe','and', 'prosperous']

Let's support the national vaccination program, for
Indonesia to return to health, safety and prosperity
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Word Weight

The results of word preprocessing would be later converted into values utilizing word weighting. This process
aims to calculate the weight of each utilized value, in which more features generate more documents from the
calculations at this stage acknowledged as TF (Term Frequency) and IDF (Inverse Document Frequency). TF presents
the number of words that appear in each document. IDF depicts a calculation of the term or the number of documents
for each word, signifying that rare appearance of word in a document generates greater IDF value [20]. Table 4 depict
the result of word weighting with the TF-IDF method. The calculation of the TF and IDF values which produce more

accurate values for each document.
TABLE 4. TF-IDF And TF*IDF Calculation Results

Term TF-IDF T
DI D2 D3 DF IDF D1
let 1 0 0 1 0.477121  0.477121
we 1 0 0 1 0.477121  0.477121
success 1 0 0 1 0.477121  0.477121
right 1 0 0 1 0.477121  0.477121
program 1 0 1 2 0.176091
vaccination 1 1 1 3 0
for 1 0 1 2 0.176091
Indonesia 1 0 1 2 0.176091
that 1 0 0 1 0.477121
more 1 0 0 1 0.477121
good 1 0 0 1 0.477121
power 0 1 0 1
health 0 1 0 1
prosperous 0 0 1 0.477121
The total vaccine data for COV of neutral sentiments, positive sentiments
and negative senti 2. The number ofeaen category if 4000 for neutral sentiments, 900 for

positive sentim
ibution of sentiment labels

Negatif MNetral Positif
Sentimen

FIGURE 2. Vaccine Sentiment Label Sharing Graph
Sentiment Classification Model

In this classification model, the data is modeled as presented in the following by changing the sentiment to 0 being
neutral, 1 being positive, and -1 being negative. For example, Table 5 showed one of the data modeling .
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TABLE 5. Vaccine Sentiment Classification

Tweet Sentiment
Let's succeed in the vaccination program for a better Indonesia #Vaksin #indonesiasehat 1
https:/t.co/tpSrxZaecbg
Vaccination of Health Workers in Surabaya to be Completed soon #news #vaccin
#surabaya #Indonesia https://t.co/sXeObfZXII
After getting the #vaccine #Sinovac for 2 days from my chest to my throat experienced
burning sensation. https://t.co/dwr6BsCSaB

0

-1

After the data process is inserted into the model, the next step is progressed with
into 2 parts of data train and data testing. Training data is utilized as a model in the ¢
testing is utilized to test the data. Testing the test data is split by 30% with a random!
process, the dataset would be tested obtaining the following results in table 6.

TABLE 6. Naive Bayes Accuracy Comparison

ocess of separating the data
earning process and then data
ter the data separation

Accuracy
Test Size Gaussian Naive Naive Bayes
Bayes Multinomial

0.2 0.75 0.79
0.3 0.75 0.79
0.4 0.74 0.78

CONCLUSIONS

This study tests the Naive Bayes method with the Naj yeight ID-19 vaccine tweet
i as data testing with 3
g 30% data testing with 80%
ed to the preprocessing Bernoulli process
shifting the value to 0 and 1 when condition 0 refled iti ¢ have document features and vice versa.
Gaussian method is hence more suitable ir i al is deemed more suitable for discrete
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